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Introduction
Attributed graphs are structures that are useful to represent objects through the information of their local parts and their relations.
Nodes represent local parts of the object. Edges represent relations between local parts.
We present a method to learn the weights on nodes and edges.
These weights gauge the importance of each attribute while computing the distance between graphs.

Graph Edit Distance
The Graph Edit Distance between two attributed graphs is defined as the
transformation from one graph into another through edit operations.
These edit operations are: Substitution, deletion and insertion on nodes
and edges. Every edit operation has a cost depending on their attributes.

Learning model

Experimental evaluation

Our learning method learns the weights on nodes and edges in two steps:
-Embedding the node-to-node mappings: It embeds the ground truth node-to-node mappings into a Euclidean space.
-Deducing a hyperplane: It computes a linear regression of the embedded points. The hyperplane constants are the weights we want to learn.
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CR: classification ratio 
HD: Hamming distance

Weights to be learn


