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• Recent advances in wearable camera enable the feasibility of employing a 
first-person-view (FPV) camera to record the activities of a person in a whole day. 

• We propose a succinct and robust CNN using sparse optical flows.

• The proposed method achieves activity recognition accuracy of 90%, 

which outperforms the previous method by 15%. 

• Dataset
• We invited 21 people to film the daily living videos of 

9 activities by using a chest mounted GoPro camera.

• Every subject recorded five minutes of each activity for a 

total of 45 minutes

• Experimental Results
• In most of the activities, the 

recognition accuracy of our method is higher 

than that using the method  in [Poleg 2016].

• The average accuracy of our method is 15% 

higher than that using the method in [Poleg 

2016].
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