
Efficient Sentence Embedding via Semantic Subspace Analysis
Bin Wang, Fenxiao Chen, Yun-Cheng Wang and C.-C. Jay Kuo

University of Southern California (USC)

Background:
• Words are represented as numerical vectors [1]
• Sentences are composed of variant-length word tokens
• VLAD algorithm in image processing [2,3]
• Goal: Encode sentence into fixed size vector
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Motivations:
• Efficiency: encoder large amounts of sentences
• Semantic grouping property of word embedding

Step 1: Semantic Group Construction
• Leveraging Semantic grouping property of word 

vectors
• Handling variant-length input
• Weighted k-means algorithm

”I would like to book a flight on May 
17th from Los Angeles to Beijing.”
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Step 2: Intra-group Descriptor
• Assign words into semantic groups
• Compute group center

• Find discriminate representation for current group

• Matrix representation of a sentence

Step 3: Inter-group Descriptor
• Model interaction between groups as sentence 

representation

• Vectorization

- Sentence Similarity

• Cosine similarity between sentences

- Classification Tasks

• Cosine similarity between sentences

• Word clusters can be pre-
computed

• Low time complexity with CPU
• Suitable for large scale inference 

(comparing with deep learning 
models)

Complexity Analysis

• S3E (ours) is very competitive among non-parameterized 
sentence embedding models

• Low time complexity

Future Work:
• With modularized design of S3E, we can try stronger 

clustering and correlation descriptors including subspace 
clustering, non-linear correlation computation with 
different kernel functions


