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Problems Methodology

Motivation

Experiments

▪Merely enhancing object features may cause background

features to be enhanced at the same time.

▪ Rotate ROI Align loses angle information of objects and ROI

Align may contains multiple objects.

▪ Traditional single-scale convolutional layers cannot

effectively capture features at different scales.

Challenges of object detection in remote sensing images

▪ Complex Background. Due to the high resolution of

remote sensing images, a large number of complex

backgrounds overwhelm the objects.

▪ Dense Arrangement. In the special bird-view perspective

from which remote sensing images are taken, some

categories of objects are often densely arranged.

▪ Large-scale Variations. Objects in remote sensing images

show extreme variation in scales, which is common

between and within categories.
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The framework of proposed network. The network contains

three main subparts: Multi-scale Merge module in FPN, Context

Fusion Saliency Attention module, and cascade network with

Saliency Attention ROI Align.

The architecture of Context Fusion Saliency Attention module.

This module first fuses multi-layer features and then performs

pixel attention on the context fusion feature map.

The architecture of cascade network with Saliency Attention ROI

Align. At cascade stage, the instance segmentation is used on

ROIs extracted by ROI Align.

Results on DOTA

Results of ablation study

Contribution

▪ We propose a Context Fusion Saliency Attention module that

combines context and pixel attention to mitigate the adverse

impact of complex backgrounds

▪We develop a Saliency Attention ROI Align for increasing

saliency of the central object on ROI. It effectively reduces

mutual interference from densely arranged objects.

▪We devise a Multi-scale Merge module to handle largescale

variations by learning multi-scale representations.

Results on HRSC2016

Qualitive results


