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BACKGROUND 

MOTIVATION 

METHODOLOGY 

EXPERIMENT 

x Few-Shot Learning (FSL) problem is a machine learning problem that learns with limited labelled data of the target tasks by 
incorporating external source data with a different distribution. 

x Few-Shot Classification is a few-shot learning task defined as N-way, K-shot, where N is the number of classes in the target 
task and K is the number of labelled examples per class.  

x Model-Agnostic Meta-Learning (MAML) and its variants aim to train a model, which can adapt quickly to any new tasks 
using only a few examples. 

x Conventional meta-learning algorithms face meta-overfitting problems, where the learned decision boundary stays too close 
to the limited labelled examples in few-shot classification tasks. 

x The Empirical Risk Minimization (ERM) allows large neural networks to memorize (rather than generalize from) the training 
data.  

x We aim to propose a regularization technique to solve the meta-overfitting problem. 

x Performance comparison of MetaMix and baseline approaches on 5-way classification tasks over three datasets 



 

  

x Effect of Beta distribution 

EXPERIMENT 
x Effect of mixup on different sets 

x Effect of size of training data 

CONTRIBUTIONS 
x We propose MetaMix as a regularization technique, which can be integrated with many meta-learning algorithms, including 

MAML and its variants, and improve their performance. 
x MetaMix with MAML-based algorithms perform more robust with the reduction of training data, compared with original 

MAML-based algorithms. 
x MetaMix with MTL achieves state-of-the-art performance. 


