
In this paper, we propose a new defect detection method named Attention-based
Cascade R-CNN with Mixed-NMS (ACRM). Firstly, to improve the feature
representation of large reflections and defects, we introduce a new lightweight
attention block so as to enable CNNs to weigh features according to their importance
to the detection task underlying. Secondly, to meet the high detection accuracy
requirements in the industry, we use Cascade R-CNN as the baseline, which enables
high-quality detection by utilizing cascade head networks for gradually increasing
the quality of region proposals. Last but not least, to refine the detected results and
reduce the false positive rate, we propose a fast and effective post-processing method,
called Mix Non-Maximum Suppression (Mix-NMS), to suppress special redundant
detection bounding boxes.
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In this paper, we have proposed an attention-based Cascade R-CNN with Mix-NMS
(ACRM) for high-quality metallic sur- face defect detection. By capturing long-distance
dependencies and interdependence between the channels of features, the attention
module is shown to succeed in challenging industrial scenarios. Furthermore, the Mix-
NMS technique is proposed to remove false positive predictions. Experimental results
show that our ACRM achieves satisfactory performance, and it is promising that ACRM
can be used in practical industrial applications.
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2. Common defects on metallic surface

Defect detection results for sample images of Faster R-CNN and ACRM. Left: Faster R-
CNN; Right: ACRM. The green boxes are predicted bounding boxes and the yellow boxes 
are ground truth annotations. 

The dataset of metallic defect images is provided from a fridge production line using
a common camera.

Dataset Defect
images

No defect
images

Training set 1050 1050

Test set 450 450

Dataset Count

The overall attention operation can be 
formulated as:

The spatial attention is computed as:

The channel attention is computed as:

The loss function is:

The architecture of Attention Cascade R-CNN with Mix-NMS(ACRM)
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3. Method

The detailed implementation pipeline of our 
Mix-NMS algorithm ：

The IoS is the ratio of the overlap area to its 
own area, while IoU is the ratio of overlap 
area to union area, formulated as：


