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Methodology

TABLE I: Network accuracy (%) of MNIST and CIFAR-10 on LeNet. 

TR: training accuracy, TE: test accuracy.

TABLE II: Network test accuracy (%) of ImageNet. Network models 

come from the embedded models of Keras. Test data is composed of 

randomly choosed 100 images by each class of ImageNet.
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1. For every image class, input training data into 
network to get activation space of each layer and 
calculate their convex hulls. Convex hull 𝐶𝐻(𝑋𝑖

𝐶) is 
composed of all activation vectors in 𝑋𝑖

𝐶 =

{𝑥𝑖,1
𝐶 , 𝑥𝑖,1

𝐶 , … , 𝑥𝑖,𝑚
𝐶 }.We will obtain n convex hulls for 

each class at every layer, where n is the number of 
classes.

2. Input a test data (whose class information are to be 
defined) into network and get its corresponding 
activation vectors 𝑡𝑖 in each layer of the neural 
network.

3. For each layer i and all candidate class C, calculate 
distance between vector 𝑡𝑖 to 𝐶𝐻(𝑋𝑖

𝐶).

4. Classify 𝑡𝑖 to be of class 𝐶′to which convex hull  
𝐶𝐻 𝑋𝑖

𝐶 it is closest to. Then accuracy will be 
defined in the usual way, only now instead of one 
accuracy (at the output layer), we can get accuracy 
for every layer.

Nearest Convex Hull Classifier(NCH)
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Convex Hull Sampling

Fig. 1: Accuracy comparison between sampling and unsampling. Test the 

NCH algorithm in each layer of LeNet-5 using CIFAR-10. The blue bars 

represent results for unsampled convex hull and orange bars represent sampled 

cases.



Nearest Centroid Classifier(NCC)

1. 1. 2. Same as steps 1. 2. in NCH

2. For every layer 𝑖 and every class 𝐶, get the centroids for 
every convex hull in that layer and use 𝑉𝑖

𝐶 to represent it. 
Then calculate the Euclidean distance between vector 
𝑡𝑖and each 𝑉𝑖

𝐶 .                                                            
Here centroid is defined as the arithmetic mean of the 
set of extreme points on the considered convex hull. 
Note that the convex hull is constructed by randomly 
sample 1000 vectors rather than the whole set of data.

3. Classify the vector 𝑡𝑖 to be of the class whose centroid it 
is closest to. The rest are the same as step 4) in the NCH.
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Fig. 2: (a) Original MNIST

Activation Space Visualization



Activation Space Visualization

Fig. 2: (b) Conv1 Fig. 2: (c) Conv2

Fig. 2: (d) Dense1 Fig. 2: (e) Dense2



Accuracy Analysis

Fig. 3: Accuracy of NCH classifier and NCC classifer. The solid line represents the accuracy of NCH 

and the dot line represents the accuracy of NCC.



Accuracy Analysis

Fig. 4: Accuracy of NCC on the last stage of ResNet50 with 100 classes 

of ImageNet. Adding layers are labeled by red markers. The x-axis lables

represent the layer names of the last three residual units of ResNet50.



Accuracy Analysis

Fig. 5: Contrast between NCC with 1-norm and 2-norm on the softmax

layer of ResNet50. Here we implement 1,000 classes of ImageNet. The red 

line represents the accuracy of ResNet50 itself.



Accuracy Analysis

Fig. 6: Accuracy of NCC with 1-norm and 2-norm on VGG16, DenseNet121, 

Inception V3, Xception. The red line represents the accuracy of networks 

itself.



Analysis and Hypothesis

Data Cluster Mapping Convex Hull Sampling and Dropout



Thank you for watching!


