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Action spotting has recently been proposed

as an alternative to action detection [1] and

key frame extraction. However, the current

state-of-the-art method of action spotting

requires an expensive ground truth.

In this work, we propose to use a

reinforcement learning algorithm to perform

efficient action spotting using only the

temporal segments from action detection

annotations.

Action Spotting Framework
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It extracts one spot frame per action occurrence (in

green in the figure) by sparsely browsing the video.

In a first stage, the CNN backbone

encodes the frame into a feature vector

which is then forwarded to a GRU layer.

The resulting hidden state vector is then

individually processed by (SF), (CL),

(BROW) and (crit). The (SF) stage deals

with the decision of turning the current

frame into a spot frame or skip it. The

(CL) stage predicts the action class

related to the spot frame and the

(BROW) stage outputs the next video

frame to look at. The (crit) stage is only

used to ensure better convergence in the

reinforcement learning framework.

Comparison with methods

designed to detect actions.

Action Spotter Optimization

The global policy has to maximize the final mAP of the video

being processed. Thus our local reward at step n is the difference

of AP between step n and n-1 plus an entropy term.

and, the cumulative discounted reward is:

Then, the global loss is:

with Lcls the loss of the classification network (CL) wich is a cross-

entropy loss, Lcritic is the MSE between the estimation of the value

function of (crit) and the real one.

As Jactor objective is non differentiable, we use REINFORCE to

derive the expected gradient: References
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