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Problem Definition

• Multiple kernel learning (MKL)

• Localized MKL (LMKL)
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Related Work 

• LMKL
─ In the literature, the classifier parameters are shared among all the data 

samples, with some prior on the gating function that may be wrong empirically 

• Large-scale MKL
─ To the best of our knowledge, no such approaches are proposed for LMKL

• Optimization
─ Many approaches (e.g. SILP-MKL, SPG-GMKL, etc.) were proposed from this 

perspective

• In contrast, we propose a deep learning solution
─ using an attentional network to approximate the unknown gating function 
─ much faster training speed and much smaller memory footprint for large-scale 

LMKL with better accuracy

3



Worcester Polytechnic Institute

Our Approach

• Motivation
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Cont.

• LMKL-Net
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Some Results
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Cont.
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Conclusion

• LMKL-Net: A deep learning solution for LMKL
─ Using an attentional network to approximate the unknown gating function 
─ Suitable for large-scale learning
─ Faster training speed, smaller memory footprint, and better accuracy

• For more details, please refer to our paper
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