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Introduction
• Visual Question Answering (VQA) [1] is one of the most challenging 

problems of deep learning and has received a lot of attention in recent 
years

• Powerful attention mechanisms are key part of VQA to identify the 
region of an image that is relevant to the question

• Unlike previous attempts that analyze the input image at a fixed (and 
typically low) resolution we propose an active perception mechanism 
to overcome that limitation

• We employ a virtual camera that can shot at regions of the original 
input, operated by a trained with reinforcement learning agent

• The proposed method can be combined with most existing VQA 
methods

Experimental evaluation

Motivation

• A pretrained MUTAN [2] VQA model was used along side a
pretrained GRU-based encoder and a pretrained ResNet-50 for the
question and image representation for the agent

• The Rainbow [3] method was used to train the RL agent for 300,000
steps with 𝛾 = 0.99 and a replay memory of 100,000 steps, using the
Adam optimizer with 0.5× 10!" learning rate

• The test was 5,000 episodes from the validation set of the VQA 2.0
dataset

Let 𝒙 ∈ ℝ#×%×& denote an input image where 𝐻 the height, W the width
& C the num. of the image channels and 𝒒 ∈ ℝ'! be the encoded
question. Also, let 𝑓𝑾 1 ∈ ℝ'" be the VQA model, where W the pre-
trained parameters of the model. We can now define the model
ℎ𝒘# 𝒙*

(,), 𝒒* ∈ 𝒜 we aim to learn.
• The agent action space𝒜 is defined by a set of 7 actions:
• 𝑎./0, , 𝑎1*23, , 𝑎45, 𝑎6789 translation transformations of the

camera by 𝛿: pixels
• 𝑎;77<!*9, 𝑎;77<!74, zooming transformations of the camera by

𝛿;%
• 𝑎94.. no transformation

• Our goal is to learn 𝑾3 = 𝑎𝑟𝑔𝑚𝑖𝑛𝒘=#
>
'
∑*?>' ℒ 𝑓𝑾 𝒙*('$), 𝒒* , 𝒕*

the trainable parameters of the agent model
• Directly solving the above statement is intractable, therefore we use a

reinforcement learning approach to maximize the collected reward of
an agent that controls the camera using the operations of 𝒜

• The reward function is 𝑟, = 𝑓𝑾 𝒙*
(,), 𝒒*

@
− 𝑓𝑾 𝒙*

(,!>), 𝒒*
@

with 𝑓𝑾 1 @ as the confidence of the correct answer
• The Q-values are estimated using an attention-like mechanism to

calculate the similarity 𝒖 ∈ ℝ#%×%% between visual and textual
modality as 𝒖 *,B = C𝒙 *,B

C 𝑾C𝒒 ∈ ℝ=

To overcome the possible sub-optimal agent’s final action or the most
confident answers, the chosen answer can be selected by the highest
average probability over the course of each episode

• We want to emulate the human process of finding the area of the
image that contains the answer to the question by focusing only on the
region of interest with the fixed resolution virtual camera

• Cropping the image allows us to:
• perform fine-grained information analysis at the same low

computational cost
• keep only the relevant information to the question
• reduce the negative scale sensitivity of the objects on the image that

can tamper with the correlation of which with the question
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Proposed method

Method Accuracy Acc. Gain
Baseline 60.36 -
Proposed (Confident Frame) 59.81 -0.55
Proposed 60.86 0.5
Proposed (Best Frame) 66.68 6.32
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