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Background
Most of existing methods remain challenging
when handling high-dimensional data and simul-
taneously exploring the complementarity of deep
feature representation and clustering.
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(a) The general pipeline of most deep Learning based clustering methods

(b) Our unsupervised deep clustering pipeline based on variational attention and auto-clustering 
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Definition
We consider that the clustering task denotes to
divide N samples into K clusters. X=[x1, x2,
... , xn] ∈ Rd×n, d is the dimension of sam-
ples and n is the number of samples. We aim
to utilize a deep variational encoder-decoder to
obtain the representation of each sample x, and
via an auto-clustering mechanism to prediction
sample’s category.

Graphical model
Graphical model representations. (a) vari-
ational auto-encoder (VAE),(b) variational
encoder-decoder with traditional attention,
(c) variational attention encoder-decoder.
Dashed lines and solid lines represent the en-
coding phase and decoding phase respectively.
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Datasets
We evaluate the performance of DVAEC on 6 real-world
data-sets which includes 3 image datasets and 3 text
datasets.
Fashion-MNIST: a dataset consists of 60,000 images
labeled as 10 classes.
CIFAR-10: a dataset consists of 60,000 images labeled
as 10 classes.
USPS: a dataset contains 9298 grayscale images.
20NEWS: a popular database for text classification or
clustering. We use 4 categories.
REUTERS: a dataset has 810,000 English news, fol-
lowing DEC.
StackOverflow: a collection of posts from question and
answer site stackoverflow, published as part of a Kaggle
challenge .
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OUR DVAEC
The overall architecture of our DVAEC is a deep encoder-decoder framework that merges a variational
attention mechanism and an auto-clustering mechanism.
Input layer: It is to reshape the data as a input of the model. Encoder layer: Encoding layer
consists of multi-convolutional layers(CNN).Calculation layer: It calculates the mean and variance
of the encoder’s feature. We propose two posterior distributions for encoder, the recognition model
p(z|x)∼N(µz,σz) as a probabilistic encoder and p(a|x)∼N(µa,σa) as a attention probabilistic encoder
from attention vector. Variational attention layer: This layer calculates the attention vector
between each embedded encoder layer, and then calculates the mean and variance of the attention
vector. The attention vector alj is obtained by a soft-max function from the encoder layer’s weight
vector elj . p(a|x, µa,σa) is sampling from ai. Hidden layer: The hidden layer is the hidden space
(z) of the model. Feature-aware auto-clustering module: We design a feature-aware auto-
clustering module to learn similarity calculation and predict category directly instead of traditional
sample similarity calculation process. Decoder layer: The decoder layer is the corresponding
encoder layer, mainly to reconstruct the input according to the deconvolutional networks. We model
the posterior q(x’|z)and q(x’|a) as the general model by (z) and (a). Both q(x’|z)and q(x’|a) are
the normal distribution. Output layer: The output layer of encoder-decoder framework is to
reconstruct the input of the encoder. By minimizing the difference between output x’ and the input
x to train the generation of the model.
The overall training objective of DVAEC consists of four parts: lossved + lossva + lossckustering +
lossres . We show the objective is to minimize in Eq.(1).

J(w, φ) = jres(w, φ, x
′) + λKL(q(x′|z)||p(z|x))

+ (1− λ)KL(q(x′|a)||p(a|x)) +KL(qik||pik)
(1)
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Experiments
To verify the effectiveness of the our DVAEC, in this section, we first introduce the experiments
settings, and then analyze the experimental results compared with several popular methods. First,
we compare four methods for feature representation, and there is K-means clustering algorithm for
clustering 4 features (hidden feature of AE, VAE, the hidden feature of DVAEC(z) and hidden of
DVAEC add attention vector(z+a)). Besides, we compare with 4 baselines models on the overall
performance of the model (DEC, IDEC, VaDE, SpectralNet).

Parameter sensitivity analysis. Impact of the parameter λ on the REUTERS dataset
(text). It shows that the variation of ACC (a) and NMI (b) with epoch sizes. The
main contrast is the influence of parameter on our model when processing text data. It
is limited that only lambda changes, and the remaining parameter settings are consistent.


