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Introduction Proposed method Experimental Results
Knowledge Distillation (KD) has been established as a highly * We proposed Online Subclass Knowledge Distillation (OSKD) | ;_:-.,:;;,-. ._
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transferring knowledge from powerful models itself throughout the network's training FRAEL TR
However, KD 1n 1ts conventional version constitutes an enduring, * We introduced an additional distillation objective which .
computationally and memory demanding process encourages the data representations to come closer to the nearest R k]
Thus, many online KD approaches have recently been proposed representations of the same class and concurrently to move further S “”"*-'::M" '

away from the nearest representations of the other classes

Online KD describes the process where the teacher and student
networks are trained simultaneously, without requiring a separate

* Considering an input vector yi, a neural network ¢(-,W) with a set

of parameters W, and the output vector of yi given the network ¢

stage for pre-training the teacher network > AL A _ W/oDistillation  oskp
. . . (P(Yi,W) the additional distillation Ob] ective 1S formulated as MNIST (odd vs even digits with 3 subclasses per class ): LDA Visualization
Current online KD works propose to train multiple models follows: . _
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mutually from each other, or to create ensembles of multiple . L f*”f ear
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identical branches of a target network in order to build a strong | ,) Dt - R
. . 'y N . , Y/ ‘h ' 4 . ') '~ - ,. - - ' p ,‘"" - w . ".h /. >~89‘ % e 4. r.’.- ity | - ™
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Motivation by ER el PN : © iy
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. -4 (OSKD - 2NN 62 -4 (OSKD - 2NN
: o : o  The above equations can also be formulated as follows: . —a— OSKD - 4NN —a— OSKD - 4NN
* In conventional KD methods i1t 1s manifested that 1t 1s 9 B6 1 OSKD - BNN 61 0SKD - 8NN
o o o o o, 0 o ' *= QOSKD - 12NN * 0OSKD - 12NN
advantageous for each sample to maintain the similarities with | s L pe - —  al —— - e
’ N1 ’ o : ' ) L\ |12 ax. /o = max A W) — b))z ochs ochs
the other classes, instead of merely training with the hard labels min J; = min Z o(y; ;W) —pb)||5,  ™ax I max Z oy W) — s )||5 Epochs peens
W W R % Test accuracy for different numbers of nearest neighbors inside each class
* In this work, we considered that inside each class there 1s also a e , , | S
set of sub-classes that share semantic similarities (6 o blue Test Accuracy for different numbers of nearest neighbors Comparisons against existing online
- & ifar-1 VHN-1 istillati i -
. ’ Where LLr and Ll correspond to the mean vectors Of the nearest on Cifar-10 and S 0 datasets | distillation methods using WRN 16-2
cars, inflatable bO&tS, etc.) . . Method Cifar-10 SVHN-10 Method Test Accuracy
representations of the same class and the nearest representations of Wio Distillation T 64837 £ 0575 | R882% T 001 WRN 16-7 | 93.55% £ 0.11%
. — — — : - — 'r',' V3. /6% =+ 0.16%
* The sub-classes inside each class are unknown and thus, we the other classes, respectively. 83&3 : iNN: ‘?‘?-:'ng"' + 8-;??6 gg-‘s)gf" + 8;;*;‘ FFLS | 93.79% & 0.12%
o : . __ : : - 66.39% + 0.77% 0.52% + 0.23% - 1%+ 0.20%
proposed to estimate them using the neighborhood of each  Thus the overall distillation loss is formulated as: Joskd = J1 + (1-J2) 5SKD NN | €2.30% T 073% | 3061 % L 0.20% s g o
sample OSKD - 12NN | 67.36% £ 0.82% | 89.67%  0.28% OSKD | 93.96% =+ 0.13%
o * Therefore, in the proposed distillation training process we seek for
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