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MobileNet-V2 for Wildfire Detection

➢ MobileNet-V2: A mobile CNN model published in 
2018.

➢ We totally have about 10K training images:
➢ 3K wildfire images.
➢ All images are resized into 224x224.
➢ We will use NVIDIA Jetson Nano in our wildfire 

detection system.

Training Dataset Samples

Fourier Transform Based Neural Network Pruning

➢ We extract 3x3 convolution kernel weights and calculate 
their Fourier Transforms (FT).

➢ We remove similar filters according to their FT 
magnitudes.

➢ We notice that some kernels have nearly 0-response, so 
we remove them from the graph.

➢ We also eliminate those kernels with low energy at the 
1x1 convolutional layers and the dense layer. 

➢ We perform 64x64 FT and check their cosine 
similarity:

➢ Filter similarity = cos 𝜃 =
<𝐗,𝐘>

𝐗 ⋅ 𝐘
where 𝐗 and 𝐘 are 

the Fourier transform magnitudes of the two filters in 
vector form, respectively.

➢ We treat the kernels with similarity larger than 
0.99925 as a pair of similar kernels and store only one 
of them. This value is chosen based on no-fire video 
test experiment.

➢ Reason to use FT: A kernel with its shifted kernel may 
have a small cosine similarity in time-domain but their FT 
magnitudes will produce a cos(𝜃) = 1 or −1.

➢ In this way, 22.91% kernels are removed, and 7.04% 
time saving is achieved by pruning these layers.

Block-Based Image Frame Analysis
➢ Problem: In real time application, input frames are in 

1080P or higher resolution, but the input of the 
network is 224x224. We may miss very small smoke 
regions, if we just down-sample the frames.

➢ We divide a frame into many small tiles. 
➢ We have overlapping tiles.

Neural Network Performance: HPWREN

Detection Result
No-Fire Video Test

.▪HPWREN dataset: https://hpwren.ucsd.edu/


