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TCATD: Text Contour Attention for Scene Text Detection
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The Problem Approach — Details

Segmentation-based approaches have enabled state of-the-art

Teat: Contoer Map

1.The backbone is the Resnet50/FPN model pre-trained from the ImageNet dataset and fine-tuned with the scene text detection
dataset.

2. The Text Contour Attention Module generate Text Contour Map and then use Text Contour Map as attention help generate Text
Center Map and Text Kernel Maps.

3. Progressive scale expansion algorithm is applied to Text Kernel Maps to capture text instances .
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The Proposed Framework
Comparison with the state-of-the-arts on the bench marks.
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1. Our model can separate adjacent text instances by introducing text
contour map and text center intensity map.

2. . Employ contour information not only maintains the recall but also

improve precision significantly;

3. Our proposed framework achieves state-of-the-art performance.




