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Abstract

Since the convolutional neural networks are often trained
with redundant parameters, it is possible to reduce
redundant kernels or filters to obtain a compact network
wi thout dropping the c lass i f ica t ion accuracy .
S u c h m e t h o d s a r e c a l l e d s t r u c t u r e p r u n i n g .
In this paper, we propose a filter pruning method using the
h i e r a r c h i c a l g r o u p s p a r s e r e g u l a r i z a t i o n .
It is shown in our previous work that the hierarchical group
sparse regularization is effective in obtaining sparse
networks in which filters connected to unnecessary
c h a n n e l s a r e a u t o m a t i c a l l y c l o s e t o z e r o .
After training the convolutional neural network with the
hierarchical group sparse regularization, the unnecessary
filters are selected based on the increase of the
classification loss of the randomly selected training
s a m p l e s t o o b t a i n a c o m p a c t n e t w o r k .
It is shown that the proposed method can reduce more than
50% parameters of ResNet for CIFAR-10 with only 0.3%
d e c r e a s e i n t h e a c c u r a c y o f t e s t s a m p l e s .
Also, 34% parameters of ResNet are reduced for
TinyImageNet-200 with higher accuracy than the
baseline network.

Related Works

• Structured Sparse Regularization
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• Hierarchical Squared Group Sparse Regularization
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• Hierarchical Square rooted Group Sparse Regularization
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Proposed Method

The feature-wise filter pruning algorithm for deep
convolutional neural networks 
1. Train a large network as the initial network.

2. Train the network with the hierarchical group sparse 

regularization based on the feature-wise grouping to find 

unnecessary filters connected to input channels by

enforcing their weights to be zero. (Fig. 1)

3.  Prune the filters with smaller influence on the 

classification loss with the random sampled validation data

4.  Train the obtained compact network from scratch. 
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Abstract—Since the convolutional neural networks are often

trained with redundant parameters, it is possible to reduce

redundant kernels or filters to obtain a compact network without

dropping the classification accuracy. In this paper, we propose

a filter pruning method using the hierarchical group sparse

regularization. It is shown in our previous work that the hierar-

chical group sparse regularization is effective in obtaining sparse

networks in which filters connected to unnecessary channels

are automatically close to zero. After training the convolutional

neural network with the hierarchical group sparse regularization,

the unnecessary filters are selected based on the increase of the

classification loss of the randomly selected training samples to

obtain a compact network. It is shown that the proposed method

can reduce more than 50% parameters of ResNet for CIFAR-10

with only 0.3% decrease in the accuracy of test samples. Also,

34% parameters of ResNet are reduced for TinyImageNet-200

with higher accuracy than the baseline network.

I. INTRODUCTION

Deep convolutional neural networks (CNNs) have been
successful with excellent performance in computer vision
tasks such as image classification [1], [2]. But along with it,
the network becomes deeper and wider, requiring excessive
parameters [3], [4], which increases the computational cost.
To solve this problem, many approaches have been proposed
such as knowledge distillation [5], [6] and network pruning
[7]–[9], that can be reduced redundant parameters of large
networks while preserving accuracy.

Recent work on network pruning, there are 2 types of
methods by using sparse regularization to obtain a sparse
network whose unnecessary connections are pruned. One of
the methods is unstructured pruning [7], [10], which prune
individual weights by using L0 regularization, L1 regular-
ization [11] or L2 regularization. These unstructured sparse
regularizations enforce unnecessary individual weights of a
large network set to be 0. However, such unstructured pruning
cannot prune whole kernels or filters (that is a subset of kernels
connected to a channel) in CNNs, which does not speed

This work was partly supported by JSPS KAKENHI Grant Number
16K00239.

Input channels 
of layer !

Convolutional filters of layer !

Output channels 
of layer !

Convolutional filters of layer ! + 1

Output channels 
of layer ! + 1

Unnecessary output channel
to be pruned 

Sparse kernels

(a) Sparse kernels of layer l + 1 which are connected to the
unnecessary output channel of layer l

(b) Pruning the filter of layer l and sparse kernels of layer l + 1,
which are connected to the unnecessary output channel of layer l
keeping the same output channel of layer l + 1

Fig. 1: An illustration of filter pruning via Hierarchical sparse
group regularization based on the feature-wise grouping. In
convolutional layer, each filter makes one output channel
(activation), these colors are the same. For example, the filter
of orange of layer l makes orange output channel of layer
l. (a) The Hierarchical sparse group regularization based on
the feature-wise grouping make the weights of the unnecessary
kernels to be almost zero. Since the output of convolution from
the input channel connected to the unnecessary kernels will be
zero in the layer l+1, the output channels are not influenced
by the pruning the unnecessary kernel. (b) If the increase of
the classification loss of the network after pruning the filters
connected to the unnecessary output channel of layer l is very
small, we can prune the filters of layer l and kernels of layer
l + 1 connected to the unnecessary output channel of layer l.
Then the output channels of layer l + 1 are almost the same
as the output channels before pruning.

Fig. 1 An illustration of filter pruning 

Experiments

Fig. 2 Results for VGG14
On CIFAR-10 On TinyImageNet-200

Fig. 2 Results for ResNet20/18
On CIFAR-10 On TinyImageNet-200

Conclusions
Fig. 2 Results for ResNet32/34

On CIFAR-10 On TinyImageNet-200

We propose a new filter pruning method with the
hierarchical group sparse regularization based on the
feature- wise grouping. The strategy of our pruning method
is the step-wise pruning of the filters by searching the filter
with the minimum loss increase. The performance of the
pruned network is better than the state-of-the-art pruning
method when more than 50% of the parameters are pruned.


