SCA Net: Sparse Channel Attention Module for Action Recognition

Hang Song*, YongHong Song, YuanLin Zhang

College of Artificial Intelligence - Xi'an Jiaotong University

And, we denote our ASD function as: 1008
Introduction G ~ Figure 4:
: . . by, = Wa ® J(shuffle(z Wi ® w;)) oo g Training accuracy as a function
Our work aims at solving the following i=1 > o0 of training iterations for 13D with
problem: How to learn channel attention with Thus, our SCA module can be illustrated as the following picture: S /X SE block and SCA module. The
a more lightweight method? Thus, we develop g |/ red line stands for training 13D
our more lightweight channel attention Aggregate-Shuffle-Diverge A with SE block, while the blue
5 5 . . . Output of last layer | e line stands for I3D with SCA
module that can be easily incorporated into ( \ N / { 0 i don } odule.
mainstream backbones for action recognition. ® @ o E——
. ® FfC
. . _ ._ 0 3 6 E 9 h 12 15 18
. . Rel ocC
-We empirically demonstrate the importance : . o T
of avoiding dense channel connection in Ve LT e o 7T 0s ey
learning channel attention, which motivates c @ O @ o 0% e
. . . ® mmm) ® —»Concat—».—»Shu-F'Fle—b. & . —»Concat—>18M01d, e¢ Next 0.7]
us to propose a more effective and efficient =) @ Relu : tf @ o +  Layer Y-
Sparse Channel Attention (SCA) module. e o ® e o
N e - ° ° .
_We develop a nov.el Aggregate-Shuftle- ® mmm & ——
Diverge (ASD) function to enhance local e M e : s
cross-group interaction, which brings no ool
additional parameters but clearly improve ' Lo — —
the data representation capacity of SCA. Figure 2: The specific architecture of Sparse Channel Attention (SCA) module “'9: — EEE;
-We employ a multi-layer with small filters 3D Convolution Factorization: e
structure to accomplish 3D convolution I Ini’”t $os |
factorization at the very beginning of our [T 3 x 3 x 3,32 ° | r |
backbone network, so as to further reduce | {;f’f’ / 7~/ 'nFiut Padd'”‘t’f:SAME - Aa u " ‘.
the size of the network. /‘f} ;f f": va f;"’ !f TX7x7,64 | mumy |3X3%332 or WV
/," f [f /S J ) Padding=SAME Padding=SAME 003 260 200 6560 860 1000
, f; f !.i"f J‘f J'" l l Channel Index
f{fi ;; :,rﬁal ;; ;f ;f ;f ;f Next Layer 3x3x%x3,32 Figure 5:
Output of last layer Input of next layer ;/ f;" ﬂ f fj ,’; ;;" ;"’f Padding=SAME Visualization the channel weights in 6°th block. The channel
@  Sparse Chamnel Attention Module g A A A A S S A ! weights learned by SCA modules and SE blocks are illustrated in
4 (T TTTTTT T N e VA A A A S A A Next Layer bottom and top
Pooling o ” | - | | :
— g T s SuileDiverec = @ " X = Figure 3(a) Figure 3(b) Methods Top-1 Top-5 | Average
d '~ o
\ / .
"""""" Figure 3: lllustration of 3D Convolution Factorization. Slow Fusion [19] 41.32% | 67.53% | 63.94%
(a) illustrates h hi TXTXT tive filed with three 3x3x3 lutional filters. And (b) shows th b 18 8% | 70.23% | 0420%
a) illustrates how we achieve a 7x7x7 receptive filed with three 3x3x3 convolutional filters. An shows the
Figure 1. The overview of SCA module specific structure we employ in our experiments. LTC [20] 48.41% | 74.03% | 63.26%
MicT-Net [21] 5095% | 76.21% | 63.26%
. SM-ConvLSTM [22] 54.28% | 79.64% 63.26%
Experiment results
p 3D ResNext [3] 55.14% | 80.36% | 67.75%
Method
€ O Methods Para. Para.* Top-1 Top-5 I3D [1] 58.37% 83.74% 71.06%
. Factorized 13D 0 0 60.23% | 84.56% TSM [18 61.55% | 85.05% | 73.30%
SCA module 18]
' SE-ro C? 241M | 63.94% | 86.25% R(2+1)D-34 [14] 62.94% | 85.71% | 74.33%
we denote our SCA module as: ’ .
+SE-1y C?/2 | 1.20M | 6438% | 86.55% c:omparisonTviitt)rlmeslé plock using I3D+SE [12] 64.38% | 86.55% | 64.23%
2
G +SEg C /4 | OOM | 6326% | 8587% e ctorized 13D as backbone I3D+NL [9] 65.82% | 87.49% | 76.66%
SE- C2/8 | 030M | 63.62% | 85.25% . :
Y = E Fsow, wy) (P(24))) oG / network training from scratch on ip-CSN-152 [16] 65.90% | 87.02% | 76.46%
) +SCA-Go (Ours) | C2/2 | 120M | 67.22% | 88.28% UCE-101
i=1 +SCA-Ga (Ours) C2/4 | 0.60M | 66.40% | 88.18% ~1UL. 3D ResNext+SCA(Ours) | 64.90% | 83.02% | 73.96%
+SCA-Gg (Ours) 02/3 030M | 6535% | 37.359% I[3D+SCA(Ours) 67.22% | 88.28% | 77.75%
+SCA-G1g (Ours) | C2/16 | 0.15M | 64.10% | 86.76% Table 2:

J

\ Comparison with the State-of-the-Art methods on UCF-lOl./




