
Introduction

Our work aims at solving the following
problem: How to learn channel attention with
a more lightweight method? Thus, we develop
our more lightweight channel attention
module that can be easily incorporated into
mainstream backbones for action recognition.
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And, we denote our ASD function as:

Thus, our SCAmodule can be illustrated as the following picture:

-We empirically demonstrate the importance
of avoiding dense channel connection in
learning channel attention, which motivates
us to propose a more effective and efficient
Sparse Channel Attention (SCA) module.

-We develop a novel Aggregate-Shuffle-
Diverge (ASD) function to enhance local
cross-group interaction, which brings no
additional parameters but clearly improve
the data representation capacity of SCA.

-We employ a multi-layer with small filters
structure to accomplish 3D convolution
factorization at the very beginning of our
backbone network, so as to further reduce
the size of the network.

Figure 2: The specific architecture of Sparse Channel Attention (SCA) module

Figure 3: Illustration of 3D Convolution Factorization. 

(a) illustrates how we achieve a 7x7x7 receptive filed with three 3x3x3 convolutional filters. And (b) shows the 

specific structure we employ in our experiments. Figure 1: The overview of SCA module

Method

SCAmodule:
we denote our SCAmodule as:

3D Convolution Factorization:
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Experiment results

Figure 4: 

Training accuracy as a function 

of training iterations for I3D with 

SE block and SCA module. The 

red line stands for training I3D 

with SE block, while the blue 

line stands for I3D with SCA 

module.

Table 1: 

Comparison with SE block using 

factorized I3D as backbone 

network training from scratch on 

UCF-101.

Figure 5: 

Visualization the channel weights in 6’th block. The channel 

weights learned by SCA modules and SE blocks are illustrated in 

bottom and top.

Table 2: 

Comparison with the State-of-the-Art methods on UCF-101.


