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Explainable/interpretable Pattern Recognition and advanced nearest neighbor rules

e Explainable/interpretable Pattern Recognition means giving importance not just to the accurate decision (the “what”) but also to its reason (the “why”) [3].
e The nearest neighbor rule (1-NN) and its variants are very interpretable since the nearest training objects, which assign the label, can be visualized.

o Two advanced 1-NN variants: the Hypersphere Classifier (HC) [2] and the Adaptive Nearest Neighbor rule (ANN) [5]. They scale the distances using radii.

Power transformation The PowerHC rule

For x;, let r; be the distance (radius of its e Let p; the power-radius of x;; i.e. the radius of its hyper-
influence hypersphere) to the nearest training

object belonging to a different class, then:

sphere computed using the power of the distances, then:
dP{)Tl,YEI‘HC<X7 Xi) = d(X XI) — Di-
duc(x,x;) = d(x,%;) — 1

o Given this corrected distance, as in the case of ANN and
d(x,x;)

HC, the classification is then performed using the NN rule
(or the K'NN rule).

o We tested PowerHC under several conditions of dimen-
sionality, cardinality and number of classes, as well as on
a challenging classification of volcano-seismic signals.

dann(x,x;) =
o HC and ANN are logarithmically related [4].

e [t seems promising to investigate the effect of
other non linear scalings, such as the power
transformation [1]: d(x;,x;)?, p > 0.

Results: Best p vs. automatic tuning

e The best p is the one which minimizes the LOO 1-NN error on the training set. e The automatic tuning approach is based on cross-validation.
Accuracies (p € {0.2,0.4,...,9.8,10}) t-tests
Method A B C D BwsD| CvsD
Dataset NN | NN-ANN | NN-HC NN-PowerHC s Ve [ B NPowerHC-Best [ NNPowerHC-Auto
* german-credit|68.72:£0.29|71.3240.29 |71.58+0.29| 72.590.28 (p = 6.2) | Reject /| Reject, 100
% pima 69.7040.33|72.43+0.32| 72.7040.32| 73.544+0.32 (p = 6.0) | Reject, | Reject _ N
* tic-tac-toe [79.5240.26|80.8640.25|83.04£0.24|84.360.23 (p = 5.8) | Reject 7| Reject N o [
* yeast 51.0240.26|53.5340.26 | 53.784:0.26 | 54.3140.26 (p = 3.4) | Reject 7 | Reject, 90 I 1
% arrhythmia 57.88+0.48(55.07+0.4958.0240.48| 60.58+0.48 (p = 2.0)|Reject | Reject 1
% heart 76.5540.49|78.2340.48 | 78.5040.48|79.2840.47 (p = 3.2) |Reject /| Reject 7 s I (L
% haberman 66.32:£0.54| 68.7040.53|68.70£0.53|69.7040.53 (p = 9.6) | Reject, | Reject 7 g 8or . I Ll
W wdbc 95.06+0.18{96.160.1696.360.16]96.44+0.16 (p = 1.6)|Reject /| Accept 5
W ecoli 81.79+0.42|83.52+0.40|84.1440.40|84.3040.40 (p = 1.8)| Reject | Accept é((-; 7ok |
B volcano DTW  |72.5540.27|78.4140.25|79.75+£0.25|79.82+0.25 (p = 1.6) | Reject | Accept
W glass 68.50+0.64|66.91+0.64|67.6610.64|67.7940.64 (p = 1.2)| Reject | Accept
A sonar 83.44+0.52|84.82+0.50|84.4940.50{84.854+0.50 (p = 0.2)| Accept |Reject 60 I 4
A iris 03.33+0.41|94.40+0.38|93.8940.39]94.4340.37 (p = 0.2)| Accept |Reject
A liver 61.45+0.52|61.4040.52|61.0620.52|61.40+0.52 (p = 0.6)| Accept |Reject n h
A vehicles 69.1140.32{68.79+0.32|68.7440.32| 68.86+£0.32 (p = 0.8)| Accept |Reject 50 -
A malaysia 70.64-0.53| 69.0520.54| 68 7240.54(69.0840.54 (p = 0.2)| Accept |Reject, 2 @t%::’tp‘g\o@@%i 'f\g&é@@@‘@%@%ﬁ@%@%@@%@*@}&\‘«\i@.‘@?oog«\“
O ionosphere  |85.21:0.38(93.3620.27|93.19£0.27|93.36:0.27 (p = 0.2)] Accept | Accept & FES S &,e:\o& Q 9°§°€}‘§é§:(<z>® RS @%\ogo/
¢ wpbc 65.500.68| 71.464-0.65| 71.1840.65| 71.652:0.65 (p = 3.4)| Accept | Accept & «e LA ® ® &F
¢ wine 95.00£0.33{95.93£0.30{96.0040.29| 96.05£0.29 (p = 0.6)| Accept | Accept ® b
¢ chromo 55.3440.29| 55.24--0.2955.284:0.29| 55.3540.29 (p = 0.8)| Accept | Accept Dataset
¢ volcano_Eucl |73.91:£0.27|75.7320.26| 75.690.26|75.7520.26 (p = 0.4)| Accept | Accept e Automatic tuning is only slightly worse than using the best p.
QO soybean1 85.16+0.44|84.24+0.45|84.4140.44|84.594+0.44 (p = 1.6)| Accept | Accept .
0 imox 92.940.37|91.52-0.40| 91.73-£0.40|91.79£0.40 (p = 0.8)| Accept | Accept Results were also computed performed for KNN and its advanced
0 x80 04.38£0.68|88.2040.95|88.204£0.9588.9520.92 (p = 3.6)| Accept | Accept variants (KNN-ANN, KNN-HC and K'NN-PowerHC), reporting
{ soybean2 82.0340.66|81.620.66 |81.6240.66|81.79+0.66 (p = 1.2)| Accept | Accept the best values among the results for K € {1,3, ..., 27,29}; see the
< A spirals 74.2540.63[68.5610.67 |67.44£0.67|68.21£0.67 (p = 0.2) |\ Reject | Reject 7 ) conference papers for details.
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