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‒ The vectorization process ignores the high-dimensionality 

nature of hyperspectral image and breaks the original structure.

‒ High-order tensors can provide a more accurate representation 

to deliver the intrinsic structure of high-dimensionality signals.

 Motivation

‒ We propose a high-order tensor optimization based method to 

boost the reconstruction performance for snapshot 

hyperspectral imaging reconstruction.

‒ We propose a weighted high-order singular value 

regularization, where the spatial self-similarity, spectral 

correlation and joint correlation will be fully exploited. 

‒ We develop an general reconstruction framework for snapshot 

hyperspectral imaging, which can be  effectively solved via an 

alternating minimization algorithm.

• Weighted high-order singular value regularization

Γ(𝓖) = 𝜏 𝐑 𝓧 − 𝓖 ×𝟏 𝑼𝟏 ×𝟐 𝑼𝟐 ×𝟑 𝑼𝟑 𝐹
2 + 𝑤⊙𝓖 1

min
𝓧,𝓟𝑙

1

2
‖ )𝒀 − Φ(𝓧 ‖𝐹

2 + 
𝑙=1

𝐿

(𝜏 𝐑 𝓧 − 𝓖 ×𝟏 𝑼𝟏 ×𝟐 𝑼𝟐 ×𝟑 𝑼𝟑 𝐹
2 + 𝑤⊙𝓖 1)

Indexes TV AMP NSR LRMA[1] AE[2] ISTA[3] HSCNN[4] SPR[5] Ours

PSNR 23.16 23.18 26.13 25.94 25.72 20.60 25.09 24.48 28.05

SSIM 0.7130 0.6600 0.7610 0.7930 0.7720 0.5499 0.7334 0.7395 0.8302

ERGAS 258.32 256.76 189.19 195.63 197.32 344.57 206.97 224.19 153.06

Indexes TV AMP NSR LRMA Ours

PSNR 28.51 28.52 32.58 37.45 37.81

SSIM 0.8938 0.8526 0.9377 0.9732 0.9733

ERGAS 167.14 140.75 107.71 57.30 51.38
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• Objective function
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