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Adversarial Examples

Deep neural networks (DNNs) have demonstrated remarkable success in 
solving complex prediction tasks. However, recent studies show that they are 
particularly vulnerable to adversarial attacks in the form of small 
perturbations to inputs that lead DNNs to predict incorrect outputs. 

We propose a new type of adversarial perturbations that is multiplicative:

With the new perturbations, we derive the new loss functions for xAT as

And xVAT:

Compared to the additive perturbations exploited by AT and VAT, the 
multiplicative perturbations are:   

(1) More perceptible  (2) More interpretable

We use the 𝐿0-norm of 𝑧 to 
regularize the learning as Eq.(9)

However, the discrete essence 
of 𝑧 makes it undifferentiable.

Multiplicative Perturbations

Figure 1. Adversarial Example[1].

Adversarial Training: AT and VAT 

Several studies have found that the performance of DNNs can be improved 
significantly by enforcing the prediction consistency of DNNs in response to 
original inputs and their perturbated versions.
To improve the robustness of DNNs, researchers propose different 

approaches to regularize the training of DNNs by augmenting the training set 
with adversarial examples, such as AT[1] only for supervised learning, and 
VAT[2] for both supervised learning and semi-supervised learning.

AT solves the following constrained optimization problem:

VAT deals with a slightly different constrained optimization problem:

However, the perturbations exploited by AT and VAT are additive in the sense 
that these perturbations are added pixel-wise to input examples.

To address the undifferentiable issue in Eq.(9), We adopt Stochastic 
Variational Optimization[3] and the Hard Concrete Gradient Estimator[4] 
techniques to optimize Eq.(12):

Then we generate the mask 
by sampling:

And our xAT/xVAT can update them
simultaneously in one step.

Optimization and Efficient Computing

Thanks to the hard concrete reparameterization, the resulting algorithms xAT
and xVAT are computationally more efficient than their additive counterparts 
as the table shows.

Speed Comparison

The multiplicative perturbations are 
(1) More perceptible  (2) More interpretable  

Visualization of Multiplicative Perturbations
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We evaluate the performance of xAT and xVAT in semi-supervised learning 
and supervised learning on MNIST, SVHN, CIFAR- 10 and CIFAR-100. And it 
demonstrates that xAT/xVAT can achieve comparable results.

Compare with other methods

Robustness and Sparsity

The optimization can be implemented 
transductively or inductively as Fig.2.

Both AT and VAT resort to optimizing 
additive perturbations and  classifier 
parameter alternatively in two steps
as below. 


