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Bayes error rate (BER) is a good measurement of the 

quality of features. Although It is usually unknown, we can 

approximate it using kernel density estimation

We distinguish non-monotonic correlation from monotonic 

correlation. The former one may bring more information 

while the latter one is truly redundant

The BER of a feature candidate will be penalized to

maximum if there is a monotonic correlation. Two features 

will share their minimum if they are non-monotonic 

correlated

We use an activation function to smooth the procedure and 

compensate the effect of weak correlation
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Introduction

For the machine learning community, dealing with datasets which contain tens of thousands of features is not uncommon 

anymore. Thus, selecting a small subset of features while minimizing the generalization error is a crucial focus in such 

scenarios in the last decades. Currently, although the SOTA methods use different approaches to evaluate features, they 

generally consider the correlation between features as an indicator of pure redundancy and thus avoid selecting such 

features. However, we believe that only monotonic dependence is truly redundant and non-monotonic correlation may 

improve the performance due to their great complementarity. Based on this, we propose our method watermelon which 

ranks features via Bayes error rate estimation and adjusts their goodness dynamically according to their correlation. 

Fig. 1 Bayes error rate can 

be approximated using 

kernel density estimation

Fig. 2 Examples of two features with 

different types of correlation. A second 

feature with monotonic correlation can 

neither bring extra information nor improve 

the final performance. On the contrary, an 

extra feature with non-monotonic 

correlation may help to separate the 

instances under certain circumstances

We compare our work with 

17 SOTA algorithms on 17 

datasets in different 

domains

Our approach outperform

others with an avg. rank of 

1.9, followed by the second 

best method with an avg. 

rank of 6.2

We use a significant 

dominance partial order 

diagram (SDPOD) to 

illustrate that our approach 

is statistically significantly 

better than many 

competitors

Fig. 3. SDPOD. A connection 

between two methods indicates a 

statistically significant difference.

E.g. watermelon is superior to MIM 

with 99% confidence.

Conclusion

Use Bayes error rate to assess features is intuitive, 

straightforward and effective

Although monotonic correlation indicates true 

redundancy, non-monotonic relationship can improve 

the performance of a classifier, which is against the 

heuristic used by many other popular algorithms. 
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