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Introduction MFPP Methodology

Deep neural networks have made breakthroughs in This 1s the overview of MFPP methodology: The input image 1s sent to a segmentation algorithm to generate
various Al tasks and greatly changed many fields, multiple-scale segmentation results. For each segmentation scale, masks are randomly generated and element-
such as computer vision and natural language pro- wise multiplied with input to obtain masked images. These masked images are fed to the black-box DNN
cessing. However, the lack of transparency of the model to obtain the saliency scores of the target classes. The scores are weighted summed across all masks.
DNN model has led to serious concerns about these The final output 1s the saliency map.

DNN models given decision-making power in criti-

cal applications. The proposed method MFPP pro- o(1)

vides importance map on which area support each

result in a CNN model prediction. &@?@?ﬂ
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where W is image segmentation operation, and Fj 1s ) N et 0.35
the output of 1mage [ from this operation: e
Fy = V(1) (2)
. . . W '"h d
In this case, IV is the total number of masks with (P

different segmentation scales, g(/) is the number of
fragments in group [ and L 1s the total number of . . oo
groups.

L
N=> g(F) (3)
=1

Substituting N from (3) in (1) Experiments : MFPP vs Previ
L g(fy

1L SN 06 M) - M) Model explanation result of the proposed MFPP and its fast version and five other methods from left to right:
M-yl 9(F) = o RISE, Grad-CAM, BBMP, EP, LIME with VGG16 pretrained model on images from MS COCO2014 dataset.
(4) For intuitive visual evaluation, MFPP provides a more accurate and fine-grained saliency map than other

competitive methods.
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The sensitivity of MFPP to fragmentation morpho- e |
logical degree controls by sigma value of SLIC. The Pointing game experiments are adopted to evaluate the accuracy on the PASCAL VOCO7 test set and COCO

minival set . The result show that our proposed MFPP method benefits from morphological fragmentation
and multiple perturbation layers. In terms of accuracy, it meets or exceeds the performance of the existing
SOTA black box interpretation methods.

TABLE I: The Result of Pointing Game [30] on VOC2007 rest and Pointing Game
COCO2014 minival Dataset. Methods in Grey Color are for Black-
box Model. EP’s result on VOCO7 15 taken from [9]. .
A . Hits
028G Bz S PP | VOCOT Test COCO14 MiniVal CC = Hit s+ Misses
sigma=1 Sigma=20 /X7 grids Method VGG16 ResNet50 VGG16 ResNet50
Cntr. H9.6G G9.6 27.6 27.6
Grad T6.3 T2.3 37.4 35.4
REferenceS DConv 67.5 .6 3.5 0.2
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