
Crowd counting is widely used in real-time conges- tion 
monitoring and public security. Due to the limited data, 
many methods have li�le ability to be generalized 
because the di�erences between feature domains are not 
taken into consideration. We propose VGG-embedded 
adaptive layer normalization (VadaLN) to filter the 
features that irrelevant to the counting tasks in order 
that the counting results should not be a�ected by the 
image quality, color or illumination. VadaLN is imple-
mented on the pretrained VGG-16 backbone. There is no 
additional learning parameters required through our 
method. VadaLN incoporates the proposed scale-shuf-
fling modules (SSM) to relax the distortions in upsam-
pling operations. Besides, non- aligned training methdol-
ogy for the estimation of density maps is leveraged by an 
adversarial contextual loss (ACL) to improve the count-
ing performance.
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We propose VGG-embedded adaptive layer normaliza-
tion (VadaLN) to address this issue. Moreover, VadaLN 
also plays a role as a negative-feature filter to general-
ize the model to handle the images captured in the 
wild. Adaptive a�ine transformations using the specific 
layers in VGG-16 backbone is proposed to adapt LN to 
arbitrarily given cases of crowd counting. We formulate 
VadaLN to filter the image styles while keep the 
content feature for density estimation. Intuitively, 
di�erent cases contain di�erent illumination styles. 
Consid- ering of the style-representation layers in 
pretrained VGG- 16, in order to eliminate the influence 
from such layers while preserving the content of the 
crowd, the means and variances of these layers are 
precomputed for the normalization of the content 
layers.

Shu�le to the Desired Scale: With the operation mentioned above, to the specif-
ic task of crowd counting, we firstly resize the input images. Thus, the down-
scaled feature sizes in the ReLU layers of the VGG backbone can match those 
of the sub-pixel convoluted features.

Contextual loss is used to tackle the optimization problems for non-aligned data. 
The scheme is utilized for those source and target that are not necessarily 
aligned. With the ground truth generation by the Gaussian kernel, the pixel- wise 
di�erence between annotated maps can be considerably high. Thus, simply using 
pixel-wise loss may lead to the overfi�ing problem. 


