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Despite the diversity of fashion items in online or offline shopping, consumers' requirements still cannot be met.

When people are matching their tops and bottoms, they probably come across a situation that they are not satisfied with

the color while they are fond of the style. If customized clothing color transformation service is provided, they can

foresee the matching effect of the clothing with different colors and styles and purchase their desired customized clothing.

When selecting clothing color, a better option is to refer to another clothing with a desired color rather than directly select

based on simple RGB values in color palette, which is less perceptual. Therefore, the clothing color transformation task

we are going to solve in this paper is defined as: transforming the color of the clothes in an original image into the target

clothing color in another image.
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