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Background

Methodology

Background: 1. Temporal information is crucial to human facial

behaviour understanding; 2. Facial actions are continuous and

smooth process; 3. The same facial actions of different people are

similar.

Research Gap: In some scenarios, only a still image is available,

resulting in the performance of state-of-the-art methods for facial

expression recognition or affect estimation degrades substantially.

Motivation: the goal is to propose an approach that can infer generic

facial temporal information from a single face image.

Applications

We propose a novel approach to the modeling of temporal face

dynamics from still images (top). Our approach can be used to infer

several time-length dynamics, and further combined to enhance face-

related tasks such as AU intensity estimation and dimensional affect

estimation. During training (bottom), a set of videos is used to learn the

DRs, without explicitly generating a fixed set of target representations.

Results

Conclusion
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We empirically validated the capacity of the DRs to rank unseen frames

in test time, as well as their contribution to the face-related tasks. We

illustrated that the generated DRs can be used indistinctly for the tasks

of Action Unit intensity and dimensional affect estimation, attaining

state of the art results. In addition, we validated that a network trained

with a rank loss function generalizes better to unseen images than a

model trained using pre-defined representations

Symmetric and ambiguous of facial actions

Symmetric pattern

The lower facial action is the temporally reversed counterpart of the 

upper one, where both sequence can be a plausible facial action.

Ambiguous pattern

The same facial display (in the center) can occur in different facial 

actions.

While we could directly use dynamic image/optical flow/MHI as

target representations for the proposed dynamic learning task, we

observe that facial actions display a symmetric and ambiguous

temporal pattern, that could lead to weak representations, as the

``predictive" task. In other words, having very different descriptors

for similar inputs is known to make the learning process harder.

Examples of ranking frames using DRs generated by different

methods. The networks of Pix2Pix, Unet(P) and Unet(MSE)

were trained using dynamic facial image [2] as the target.

Meanwhile, the RankSVM uses at test time the adjacent frames

to compute the kernel.

Target

The goal is to generate a dt = f (It), where It is a still face image and dt

is the required dynamic representation that can summarize the

dynamics around the It. In particular, we propose a DR that is targeted

with ranking not only the preceding frames, but also the proceeding

frames. In other words, the DR is chosen to be a kernel that can rank

both past and future frames, based on their temporal positions relative

to the given input face image. This way, the modeling of symmetric

and ambiguous facial action patterns can be partially addressed.

Self-supervised training

During training, we are given a set of sequences from which we can

have access to the adjacent frames of a given image It. In (1), the given

image It is forwarded to the network we aim to learn, that produces a

DR dt. We can measure the ranking capabilities of dt by projecting it

onto the preceding and proceeding frames (2). To rank the frames, we

compute the difference between pair-wise scores, each computed as a

dot product between the generated DR and the corresponding

preceding or proceeding frame (3). These scores are used to compute a

Rank Loss, which allow us to measure the extent of which the current

dt is correctly ranking the frames within the sequence. We can

backpropagate the Rank Loss w.r.t. the parameters of the network that

has produced the DR dt (4). This way, the network not only learns to

produce a correct representation dt, but also contributes to define it.

Specifically, we generate a multi-scale set of DRs, each capturing a

different temporal scale by using a unique window length. This

combination allows the proposed approach reaching state-of-the-art

results in the tasks of AU intensity estimation and dimensional affect

estimation. We first note that the generated dt are 3-channel tensors, no

matter the choice of T. Thus, we can train a different model for

different values of T, and combine the outputs before applying them to

further related tasks. Herein, we will explore the use of a Single

Dynamic Representation (SDR), using just the generated DR, and the

use of a Multi-level Dynamic Representation (MDR), which

combines the output of networks trained using different time lengths T.


