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Unsupervised domain adaptation aims to generalize a model’s capability applied on the target 

domain (without labels) with the model trained using labeled data from the source domain.

Multi-task learning aims to learn multiple tasks jointly by exploiting their relatedness to improve 

the generalization performance for each task.

Developed upon the I2I Adapt framework
 Not designed for a specific task; should accommodate 

more tasks such as object detection.
 Allow the customization of the model’s complexity to 

meet specific needs.
 Simultaneously adapt multiple tasks using a single 

adaptation architecture.

Z. Murez, S. Kolouri, D. Kriegman, R. Ramamoorthi, and K. Kim, “ Image to Image 
Translation for Domain Adaptation,” IEEE CVPR, 2018. 

APPROACHMTL-DA SETTING

Does MTL further improve the generalization ability of a model for domain adaptation?

VidDA2017 dataset 
 The dataset contains samples and ground truth 

labels for more than one task.
 Each task contains samples of the source and 

the target domains.
X. Peng, B. Usman, N. Kaushik, J. Hoffman, D. Wang and K. Saenko, 
“VisDA: The Visual Domain Adaptation Challenge,” 2017.

Semantic Segmentation

Image Classification

RESULTS

• Source only method performs the worst, MTL does 

not reduce domain shift. Domain adaptation can help.

• Unsupervised multi-task domain adaptation can 

further enhance the ability of domain adaptation.


