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In this paper, we propose a novel domain adaptation method, which
is called distance-aware domain adaptation (DADA), to address the
deficiencies in existing works. The research objective of this study
is to improve the performance of domain adaptation using the fo-
llowing two approaches. First, DADA aims to fuse domain-level
and class-level discriminative distance. In domain-level discrimi-
native distance, we constrain the same class samples from different
domains to move closer while samples from different classes to
move further away during training. In class-level distance, we
cluster the samples in both domains. Therefore, the discriminative
power of source domain can pass on to the target domain. Second,
DADA incorporates the statistics distance and geometry structure
into a unified framework.
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Experiments

We conduct massive experiments on several famous datasets with
shallow and deep features, including Office-Caltech, ImageCLEF-
DA and Office-Home.
As figures show, Our method outperform all traditional methods
in three datasets and can perform against deep methods. Although
deep methods have better results,
Our method only contains several parameters that can easily be set
by human experience or cross-validation. It indicates the excellent
classifier performance and efficiency of our method.
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