Heterogeneous Graph-based Knowledge Transfer
for Generalized Zero-shot Learning

Summary

Problem: (1) how to capture relationship between all
seen and unseen classes? (2) how to transfer knowledge
based on this relationship?

Contributions:

1. We capture inter-class and intra-class relationship
jointly by constructing a heterogeneous structured graph.
2. Instead of averaging instances directly, we utilize
Wasserstein metric to extract more representative node
of each class.

3. Our approach is the novel inductive GNN-based GZSL
method that is agnostic to unseen information during
training. Knowledge is transferred from seen classes to
new unseen classes based on the learned aggregation
and embedding functions.
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Problem Setting

Instances can be described by some common high-level
semantic information.

Transfer knowledge learned from seen classes exploring
those common semantic information.

attribute space

Left: each class corresponds to a complete graph and all complete subgraphs are connected based on their
representative nodes. Middle: the embedding vector of representative nodes are produced by both aggregation and
embedding functions. Right: connect the new unseen class with k-nearest seen classes in visual feature space; select
the nearest class by visual feature distance as the prediction for each test sample.
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Main Result
Comparison of GZSL methods on public datasets.
Dataset SUN CUB AWAL
Method Type ts tr H ts tr H ts tr H
DAP [11] Inductive 4.2 251 T2 1.7 67.9 3.3 0.0 88.7 0.0
IAP [11] Inductive 1.0 37.8 1.8 0.2 728 04 2.1 78.2 4.1
CONSE [29] Inductive 6.8 399 116 1.6 2.2 3.1 0.4 88.6 0.8
CMT [30] Inductive 8.1 21.8 11.8 TiZ 49.8 12.6 0.9 87.6 1.8
CMT* [30] Inductive 8.7 28.0 133 4.7 60.1 8.7 8.4 86.9 15.3
SSE [12] Inductive 2.1 36.4 4.0 8.5 46.9 144 7.0 80.5 12.9
LATEM ([31] Inductive 147 288 19.5 152 573 240 73 T4 13.3
ALE [32] Inductive 21.8 331 263 | 237 628 344 16.8 76.1 275
DEVISE [18] Inductive 169 274 209 | 238 530 328 134 687 224
SJE [33] Inductive 147 305 198 | 235 592 336 113 746 19.6
ESZSL [13] Inductive 110 279 15.8 126 638 21.0 6.6 75.6 12.1
SYNC [34] Inductive 7.9 434 134 | 115 709 19.8 8.9 87.3 16.2
SAE [35] Inductive 8.8 18.0 11.8 7.8 54.0 13.6 1.8 77.1 3.5
GFZSL [36] Inductive 0.0 39.6 0.0 0.0 45.7 0.0 1.8 80.3 35
DEM [15] Inductive 20.5 34.3 25.6 196 579 292 32.8 84.7 47.3
PSRZSL [19] Inductive 20.8 372 267 | 246 543 339 - - -
GAFE [21] Inductive 196 319 243 225 521 314 255 76.6 382
HGKT (Ours) Inductive 223 365 27.7 ] 252 569 349 ] 394 835 536

unseen class oot visual feature

Ablation Study

. . Dataset Intra-class ts ir H
Effectiveness of intra- sy Nene 222 334 267
. ) CG 223 365 27.7
class relationship. our pr—s None 244 567 341
CcG 252 56.9 349
model can transfer I None 349 826 490.1
CG 394 83:5 53.6
knowledge from seen AWAZ None 361 855 507
. CG 37.9 86.5 52.7
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Selecting methods: = _

(1) Wasserstein metric
(2) Euclidean metric
(3) Random selection
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