
Heterogeneous Graph-based Knowledge Transfer 
for Generalized Zero-shot Learning

Summary

Instances can be described by some common high-level 
semantic information.  
Transfer knowledge learned from seen classes exploring 
those common semantic information.

Problem: (1) how to capture relationship between all 
seen and unseen classes? (2) how to transfer knowledge 
based on this relationship?  

Contributions:
1. We capture inter-class and intra-class relationship 
jointly by constructing a heterogeneous structured graph. 
2. Instead of averaging instances directly, we utilize 
Wasserstein metric to extract more representative node 
of each class. 
3. Our approach is the novel inductive GNN-based GZSL
method that is agnostic to unseen information during 
training. Knowledge is transferred from seen classes to 
new unseen classes based on the learned aggregation 
and embedding functions. 

Problem Setting

Main Result

Algorithm
Left: each class corresponds to a complete graph and all complete subgraphs are connected based on their 
representative nodes. Middle: the embedding vector of representative nodes are produced by both aggregation and 
embedding functions. Right: connect the new unseen class with k-nearest seen classes in visual feature space; select 
the nearest class by visual feature distance as the prediction for each test sample. 
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Comparison of GZSL methods on public datasets.

Ablation Study

Selecting methods: 
(1) Wasserstein metric 
(2) Euclidean metric 
(3) Random selection

Effectiveness of intra-
class relationship. our 
model can transfer 
knowledge from seen 
class efficiently.


