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Experiment Results

    We present a very simple but effective 
training paradigm called P-DIFF, which can 
train DNN classifiers but obviously alleviate 
the adverse impact of noisy labels. Our 
proposed probability difference distribution 
implicitly reflects the probability of a training 
sample to be clean, then this probability is 
employed to re-weight the corresponding 
sample during the training process.
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