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Problem
Many crowd counting methods for a single im-
age have been proposed, but few studies have fo-
cused on using temporal information from image
sequences of videos to improve prediction per-
formanc. We propose a Parasite-Host Network
(PHNet) which is composed of Parasite branch
and Host branch to extract temporal features
and spatial features respectively. To specifically
extract the transform features in the time do-
main, we propose a novel architecture termed
as “Relational Extractor”(RE) which models the
multiplicative interaction features of adjacent
frames.

Theoretical Basis
Let the pixels on two adjacent frames be
F t−1
i and F t

j . Our goal is to learn the transfor-
mation relationship R between them. The way
to model the transform relationship between two
images is to use multiplicative interactions. The
equation is given as follows:
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where Rk denotes the multiplicative interactions
between images. F t−1

j and F t
j represent the

pixel at location i on the t − 1th frame and the
pixel at location j on the tth frame. ωijk are
parameters that can fit the multiplicative rela-
tionship. We factorized this equation and got
the factorized relation model, which can be ex-
pressed as:
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where the meaning of the symbols here is the
same as that of Equation Since the Equation is
difficult to implement simply with neural net-
works, we need to transform it into other forms
that are easy to implement. So we model mul-
tiplicative interactions by implementing energy
model, which can be expressed as
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Relation Extractor
According to the theories in the previous sub-
section, we designed a Relation Extractor(RE)
to model temporal relation and extract high-
dimensional features. In the first layer of the
neural network, using 3D convolution can es-
tablish a connection between adjacent frames in
channel level, and then using a square operation
followed by a multi-layer convolution operation
enables the network to learn the parameters in
the Equation (3).

The structure of the PHNet for video crowd counting
The overall structure of PHNet is shown in the figure below. This model contains two branches,
which are used to extract temporal information and spatial information respectively. The spatial
model part can be replaced by any crowd density estimate model which uses a single image to predict.
The part of extracting time information is completed by RE module, which is also one of our main
contributions.
Parasitic Branch: appearance-independent temporal branch
Parasitic temporal branch first utilize RE to learn appearance-independent relation between frames.
Then, we deploy the backend using multiple dilated convolution layers, which enlarge receptive fields
and extract deeper features without losing resolutions.
Host Branch: alternative spatial branch
As demonstrated earlier, the RE can effectively extract the branch focusing on temporal information.
And as an easy-to-deploy fully convolutional network branch, this branch can easily upgrade any
network model used for static crowd counting into a spatial-temporal model. For the selection of the
host network, we conducted detailed ablation experiments.

Experiments
Since PHNet is focus on video data, we conduct comparative experiments using four annotated crowd
counting datasets which include the UCSD dataset, Venice dataset, FDST dataset, and CrowdFlow
dataset. We use MAE (mean absolute error) and RMSE (root mean squared error) to evaluate the
performance of the model. The results are shown as follow, it can be seen that our effect has reached
the state-of-the-art. And the visualization of the comparison of PHNet and CSRNet is shown as
follows:
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