
Vacant Parking Space Detection based on Task 
Consistency and Reinforcement Learning

Algorithm Reward design

Network design

1

We proposed a novel framework that allows the system to train a target model (e.g., a vacant-space detector)
via the task consistency with a source model (e.g., a car motion classifier).

Unlike transfer learning, the source model and the target model in our framework are not restricted to deal
with the same type of task.

The proposed framework is suitable for online learning, which is lable-free (unsupervised rewards).

We test the method on a parking lot scenario and corrupted rewards are filtered out automatically
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• We proposed a task consistency framework, which
enables the system to learn a target task from a
source task in a reinforcement learning manner.

• The framework has two benefits:
• The source model and target model are not

restricted to deal with the same type of task.
• By applying reinforcement learning approach

with unsupervised rewards, our framework is
label-free.

• The framwork is applied to learn a vacant space
detector based on a motion classifier:

• The reward design is capable of filtering out
some easy corrupted rewards automatically.

In an early training phase

Learning from corrupted trajectories
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degree view camera 

• Each video includes
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Learning on a new parking lot

ConclusionsLearning from an imperfect motion classifier
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‧ M means the number of training samples for supervised learning.
‧ N means the number of training trajectories for task consistency learning. 

The number of clean/noisy trajectories under
different thresholds identified by the baseline motion
classifier and robust motion classifier. (Evaluate on
1530 trajectories)
‧ Cl: Clean, No: Noisy, MC: Motion Classifier

Basedline MC Robust MC

𝝳 Cl No Cl No

0.6 950 142 1406 27

0.7 666 82 1292 11

0.8 393 33 1090 0

𝝺=30 𝝺=1

𝝺=60𝝺=1

‧ “0”means vacant state                “1”means occupy state.


