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ABSTRACT

In recent years, convolutional neural networks have achieved rapid development in the field of object detection. 
However, due to the imbalance of data, high costs in labor and uneven level of data labeling, the overall 
performance of the previous detection network has dropped sharply when dataset extended to the large-scale with 
hundreds and thousands of categories. Therefore, one approach is to use the idea of transferring knowledge to 
reduce the cost of labeling tasks. 

METHOD

The schema of Adaptive Word Embedding Module. Correlation Matrix Construction can obtain the dense region-
to-region graph G!"#$" =< N, R > according to the classification score of detection network and word2vec pre-
trained model. Adaptive Edge Connections emphasize semantic features and suppress less useful ones to obtain 
an adaptive region-to-region graph G%!& =< N, ε >. Score Subnet performs score recalibration.

RESULTS

Experimental Results of Large-scale Detection  

Visualization of Experimental Results

CONLUSIONS

We presented a novel Adaptive Word Embedding 
Module for global semantic reasoning. The experiments 
indicated the superior performance of our approach over 
the baseline detection network on COCO, VG and ADE. 
We demonstrate that Adaptive Word Embedding 
Module can alleviate the problems of large-scale object 
detection. 


