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SYNTHESIS RESULTS

Source Image Pose conditioned 
output

Evaluation of generated images using FID 
and inception score metrics for quantifying 
perceptual quality.

Achieves state-of-the-art performance with 
respect to other unpaired generation 
methods.

Low resolution
input

Target pose

We propose an unpaired image-to-image translation 
method where a face hallucination network guides a 
pose-synthesis network to manipulate the input low 
resolution image according to the target pose.

We introduce an Appearance Transfer Module, a fully 
trainable spatially-aware module to deal with the 
misalignment between the hallucination features and 
those generated by the pose synthesis network defined 
as a conditional GAN.

We also propose pose preservation and identity preserving methods that are 
trained in an unsupervised way, using an auxiliary pose classifier and identity 
classifier.

Demonstrates both quantitatively and qualitatively the capability of the method 
to achieve high quality images that are both conditioned on target poses and 
source appearances.

QUANTITATIVE RESULTS

Our method has applications in character 
animation, data anonymization, data 
augmentation and generalisation 
techniques.


