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Introduction Search Space in NAS Module

BERT is a commonly used pretrained language model (PLM) that obtains state-of-the-art results on Encoding Layer Output Output
11 different natural language processing (NLP) tasks. > LSTM

However, BERT contains a large number of parameters and requires vast numbers of computational > Identity | Activation
resources. Co_nc_retel_y, BERTB_ASE has 11_0_ million parameters while BERTLARGE_ has 340 million. _ > 4. 8 head attention T -
Knowledge distillation (KD) is a promising compression method and has achle\_/ed greff\t success in > Standard convolution | PO | PO P
compressing BERT. KD follows a student-teacher framework where the light-weight student > Depthwise-separable convolution T” T” T”
network learns from the teacher. > None ' -
However, the student networks in previous KD studies are manually designed. Researchers have |
tried to compressing BERT into MLP, BiLSTM and network with less Transformer layers. These Aggregation Layer T T 2
manually designed students are not optimal since they either still contain redundant parameters or » Max pooling | Embedding | Embedding \ | Embedding
have week representation ability. > Average pooling i | )
Motivated by the above observations, we propose to automatically search for a compact student > Dynamic routing | put | | oput | imput |
network for compressing BERT using neural architecture search (NAS). > Self-attention pooling (@ basic cell (b cell structure o sentence-air tasks
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and combine the candidate operations AL ] SOFEHIONLIG RSOy ey off BERT. i 2 2 I g B
formulations are in the right. B il L e ) b B

in search space to generate a student | oss | L fe=

cell. In KD module multiple student \ Student | |Transformer l— Method Par. (w/o Emb) Par. (total) Layers | SST-2 MRPC QQP MNLLm MNLI-mm QNLI RTE
) ! : : BERTp sk (Google) 85.2 109 935 889 712 846 83.4 90.5 664

cells are stacked as the student Student ’ [ : BERTp A (Teacher) 85.2 109 931 877 712 85 828 903 66.1
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87.6 83.2 66.5 75.4 74.9 848 626
91.4 82.4 68.5 78.9 78.0 852  54.1
86.4 80.5 65.8 74.8 74.3 843 552
86.9 79.5 67.3 75.4 74.8 840 562
87.5 80.7 68.1 76.7 76.3 847 582
86.9 79.3 67.5 76.1 75.5 839 589
90.7 85.9 69.2 80.4 79.7 86.7  63.6
91.5 86.2 70.1 80.2 79.8 883 647
92.0 85.0 70.7 81.5 81.0 80.0 655
92.2 86.3 70.4 81.0 80.2 88.6 659

network in knowledge distillation. M cells |S'“‘?e"t Tra”Sf,”mer' Teacher D oynERT o o | p 5y
The  distillation  objective s : Ly : D 254 o
formulated by three different loss = Student e Transformer | BERT, FT 29 457

BERT3-KD 239 457

functions. The total loss is returned to : BERT3-PKD 239 457
Transformer l—

NAS-KD3z 9.4+1.5 33.2+1.5
NAS module to update the parameters BERT,-FT 932 670
BERTg-KD 43.2 67.0

and structure of student cell. — ﬁ BERT,.PKD 32 670
NAS-KDg 18.64+2.9 42,4429
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