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® Differentiate AMKM from ensemble KMM:
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Kernel Mean Matching with Global Importance

® To improve matching performance, a natural consideration in KMM is to select the
(1) Ensemble KMM relies on partition of reference set and the complete set is still absorbed, AMKM performs the selection with a separate

improved if certain pattern matching mechanism is available. One of the feasible solutions reference instances with great importance so that calculation cost can be reduced, refinement stage.
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can refer to the importance estimation of instances, and consequently, kernel mean W= | eadx = 2 : k(xT,%7) @ randomly selects the subset of reference data with no explicit rule, and the volume of referred data can be change
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matching (KMM) has become an important method for knowledge discovery and novelty J ® Theoretical relationship with information theory [2],
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detection in kernel machines. Furthermore, the existing KMM methods have focused on V") == E E G(x7 — x7,20%)
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concrete learning frameworks. In this work, a novel approach to adaptive matching of kernel

means is proposed, and selected data with high importance are adopted to achieve

calculation efficiency with optimization. In addition, scalable learning can be conducted in ® KMM mmethods: ® Date sets:
proposed method as a generalized solution to matching of appended data. The experimental standard KMM [3), Uatasets || Samples | Dimensionality
' _ _ locally KMM (locKMM) [4], :V'O"ksh o -
results on a wide variety of real-world data sets demonstrate the proposed method is able to o | o
ensemble KMM (ensKMM) [5], Climate 540 18
. . . . Forest 581,012 54
give outstanding performance compared with several state-of-the-art methods, while global KMM (gloKMM) L:;te; 20.000 16
AMKM CIFAR 10,000 255

calculation efficiency can be preserved.

Introduction

@ KMM with different sizes of matching and reference data

- oy
O

Adaptive Matching of Kernel Means

Background

® Sclect a subset of reference data for estimation of importance, and it is verified the

@ As a promising step, the performance of pattern analysis and recognition are able to be estimated importance results in acceptable ranking of reference data.

improved if certain pattern matching mechanism is available.

® A refinement stage is designed to pick up the reference instances with the highest

@ One of the feasible solutions can refer to the importance estimation of instances, and importance associated with randomly selected instances.

thereafter important instances hold more reference power for pattern analysis. T (S (S .

Kernel Mean Matching

Fig. 5. The time complexities of different KMM methods on various data sets.
(2)-(c): The time complexities (milliseconds) of different algorithms on Monks,
Ionosphere, and Climate data sets. (d)-(f): The time complexities (seconds) of
different algorithms on Forest, Letter and CIFAR data sets.

Fig. 4. The experimental results of different KMM methods on various data sets.
(a)-(c): The obtained NMSE on Monks, Ionosphere, and Climate data. (d)-(f):
The obtained NMSE on Forest, Letter and CIFAR data sets.

® Derived from conception of training (matching) and testing (reference) data in pattern

recognition, the importance of a given sample W (x ) [1] is given by the ratio of densities ® Sealablematch (@) Theobiined e NSE( x 10 n ks onospar ad Clmate s,
( ) ( ) Fig. 3. A toy example of proposed method. (a) 3,000 data points of standard normal distribution. (b) Randomly selected 100 (red) points. - h] x 107 on Forest, Letter and Cifar data sets) from AMKM method with different quantities
pm X ) and pr X ) as (c) Top 50 (blue) points corresponding to random points. of selected top Important nstances Tt [T [ 30 ] 100 ] 150 ] 200 ]
2 op nstances ng 0 1 150 200
Dy (X ) o Selectively adaptive matching is repeated several times, and then a fusion stage is to : Monks | EOKMM [ 0902 [ T005 [~ T03 [ TOTS
w(x) = | N e e AR R
. . . . . . . I e e . oRMM | 1 T031 | 1.026 | 1.001
Pm (X) adopted to learn the ideal matching. Finally, it aims to solve the quadratic programming (QP) R T T SR cimate | S | 13 | 1475 | 168 | rass
. o - ‘ [ Top instances n, | 100 | 200 | 300 | 400 |
® KMM aims to minimize the discrepancy between reference distribution (x ) and the , - oy T . roest | S | 17ez | 1o | 1953 | Lot
paney Pr problem with relaxed constraint conditions, Fig. 6. The experimental results of scalable learning on Forest and Letter data o e K K
. . . . . . CIFAR gloKMM | 1256 | 9.645 | 6.715 | 6.388
matching distribution Py (X ) in a RKHS, i.g., sets: (a) Forest and (b) Letter AMKM | 9074 | 7741 | 593 | sior

®

The obtained average NMSE (x 10> on Monks, Ionosphere, and Climate

Th imes (milli f AMKM with di ities of
data sets. x 1077 on Forest, Letter and CIFAR data sets) from AMKM e average cost times (milliseconds) o with different quantities o

Jkmm = argming
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method with different quantities of randomly selected instances n. randomly selected i s
. . . . Selected instances n 50 100 150 200 Selected instances n 50 100 150 200
Bv removing the constant item, the objective can be redefined as

y g ’ J : ] Monks [ 1.059 [ 1.121 [ 1.254 [ 1.204 Monks | 63.031 | 65.618 | 71.402 | 74.994
Data sets || lonosphere | 0.706 | 0.749 | 0.734 | 0.709 Data sets || lonosphere | 41.284 | 43.677 | 45.672 | 49.268
J(a) = ar gmin, _ | Climats: |1:55 | :419°| 3702 | 1453 Climate | 54.647 | 58.836 | 62.427 | 65.619

Selected instances n 100 200 300 400 Selected instances n 100 200 300 400
- Forest 1.804 | 2.006 | 2.124 | 2.278 Forest 68.741 121.4 199.192 | 264.816
Data sets Letter 0.502 | 0.509 | 0.535 | 0.528 Data sets Letter 77.311 | 117.211 | 191.407 | 258.434
CIFAR 7.312 [ 6.679 | 6.457 | 7.117 CIFAR 163.881 | 215.543 | 291.339 | 364.549

Conclusions
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@ The proposed AMKM method is able to achieve calculation efficiency with selective reference instances, and importance estimation of whole data can be avoided.
@ scalable matching of kernel means can be conducted in the proposed method.
® Experimental results on a variety of data sets demonstrate that, the proposed method is able to obtain ideal KMM performance while promising efficiency can be

Fig. 2. Media information of matched knowledge are more attractive for achieved.
Fig. 1. The target groups of people are more important for certain sale businesses. corresponding personsin h society
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