Model Decay in Long-Term Tracking
Efstratios Gavves', Ran Tao?, Deepak K. Gupta 'and Arnold Smeulders'

X

%)

X

UNIVERSITEIT VAN AMSTERDAM

'QUVA Lab, University of Amsterdam, The Netherlands

2Kepler Vision Technologies
Email: D.K.Gupta@uva.nl
Paper Id: 839

QuA

Introduction

Small error in tracker prediction can
accumulate over a large number of
frames to eventually cause model

drift.
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Example from OTB100 showing 3 frames

Mathematical representation of model decay
Popular learning strategy for trackers:

Dtr1 = argflinﬁ(m:t,yl:t) Yt+1 = f(fUt+1; ¢t+1)

where f is the gbparameterized tracker that minimizes the tracker
loss Lover the dataset D = [z1.¢,Y1.¢]
Assuming Gaussian noise with variance :¢7 we can state:
v; = y; +0;, and &; ~ N(0,0?)
Model update can be represented as:

Ge+1— ¢ = =2nE[(fir — i) - Vi fiul + 20E[0: - Vi fid]
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Perfect parameter update

Parameter bias

Decay recognition network
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LTCT [21] 255 29 02 299 Comparison of AUC scores for three different trackers. Here LT-SINT is
ST o - - - equipped with the decay recognition network.
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Performance comparison of LT-SINT
with other trackers on long videos.

e The weak temporal correspondence used by the deay
recognition network helps to tackle model decay.
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