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Introduction

◆ Challenges

➢ Symbol segmentation
➢ 2D Structural analysis

◆ Background
➢ Online Handwritten Mathematical Expression Recognition (OHMER)

• OHMER aims to convert the coordinates of human handwritten 
trajectory points into a format file that a computer can process such as 
LaTeX strings and inkml.

◆ overall architecture
➢ This is the overall framework of the model: the encoder-decoder 

framework, which takes the trajectory points as input and outputs a latex 
string.  

➢ The stroke average pooling layer aggregate the features from the point 
level to the stroke level. 

➢ The posterior attention mechanism is a statistically more reasonable and 
accurate attention mechanism. 
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Methods
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◆ Evaluation of Posterior Attention Mechanism

Conclusion

➢ The posterior attention mechanism is better than soft attention 
mechanism 

➢ The stroke-level feature vectors which contain enough classification 
information can calculate  posterior attention accurately

➢ The proposed stroke based posterior attention exhibits higher 
performance than previous methods.

◆ Comparison with State-of-the-arts

◆ Attention visualization

◆ Posterior attention 

➢ The posterior attention are
computed by normalizing the 
soft attention probabilities of 
all points and taking the output 
probabilities as the confidence
of each point. 

➢ Posterior attention can get 
better alignment than soft 
attention as it considers the 
posterior information of each 
point. 


