
Regularization

F D

z

y

Abstract

Mo

Objective

Contacts and References

[1] S. Zorzi and F. Fraundorfer, “Regularization of Building Boundaries in Satellite Images using Adversarial and Regularized Losses,” IEEE International Geoscience and Remote Sensing Symposium (IGARSS),2019.
[2] Tang, Meng, et al. "Normalized Cut Loss for Weakly-supervised CNN Segmentation." Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. 2018.
[3] Tang, Meng, et al. "On Regularized Losses for Weakly-supervised CNN Segmentation." Proceedings of the European Conference on Computer Vision (ECCV). 2018.

https://www.tugraz.at/institutes/icg/research/team-fraundorfer/people/

Results

Machine-learned Regularization and 
Polygonization of Building Segmentation Masks

Stefano Zorzi, Ksenia Bittner and Friedrich Fraundorfer
Institute of Computer Graphics and Vision, Graz University of Technology

1

The model receives building 
segmentation masks and the 

intensity image.
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Two parallel convolutional 

networks encodes the input 
footprint in a common 

feature map.

The network receives and encodes 
ideal footprints masks from 

OpenStreetMap. The reconstructed 
versions of these footprints are used 

to compute the adversarial loss 
through the discriminator.
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A decoder network draws 
the final footprint given the 

encoded representation.

The shared latent space ensures to 
have a common representation 
between encoded annotation 

footprints and ideal footprints.

The model produces the regularized 
footprint or the reconstructed mask 
if the input is the annotation or the 

OpenStreetMap footprint, 
respectively.

A discriminator is trained 
to classify regularized 

masks and reconstructed 
masks.
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Our objective contains three types of terms: 

● Adversarial loss to force the autoencoder to produce 
regularized masks that look like ideal footprints. While the 
discriminator learns to classify regularized and reconstructed 
footprints the encoder-decoder network is trained to fool the 
discriminator in order to produce more realistic footprints.

● Regularized losses to further improve the footprint 
regularization exploiting the building image. We use two 
losses called Potts loss [3] and Normalized Cut loss [2, 3].

● Reconstruction losses to obtain building footprint as close as 
possible to the input annotation. In this case, binary cross 
entropy loss is simply used. 

We propose a Deep Learning pipeline for automatic regularization 
and polygonization of building segmentation masks. Taking an 
image as input, we first predict building segmentation maps 
exploiting a generic instance segmentation network. A 
regularization network is then involved to perform a refinement of 
building boundaries to make them more realistic. Finally, we exploit 
a CNN adapted to predict sparse outcomes corresponding to 
building corners out of regularized building segmentation results. 
Experiments on three building segmentation datasets demonstrate 
that the proposed method is not only capable of obtaining accurate 
results, but also of producing visually pleasing building outlines 
parameterized as polygons.
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Segmentation Regularization Polygonization

Polygonization

Ordering Filtering

Polygon extraction steps: 

1. given the regularized building footprint, a CNN 
model detects all the building corners 
candidates (yellow vertices). 

2. The vertices are then sorted to produce a valid 
set of polygon coordinates. Redundant 
corners which lie too close to a building edge 
are filtered (in red).

3. Final result.
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