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A Self-supervised GAN for Unsupervised 
Few-shot Object Recognition
Khoi Nguyen and Sinisa Todorovic

Problem:
Given unlabeled data in training, classify a query
image into one of the classes defined by a few
support images per class. The unlabeled and support
images do not share the same object classes.
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Challenge: 
No access to a large set of labeled images to enable the
episodic training of standard few-shot classification.

Contribution 1: 
A GAN architecture with reconstruction loss for the
discriminator to explicitly capture the most relevant
latent codes that generate “fake” images.

Contribution 2: 
Enforce the discriminator to produce image encodings
that respect similarity of images via self-supervised
learning which uses image masking.

Table: Unsupervised few-shot classification on Mini-Imagenet and Tiered-Imagenet
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Figure: Every row shows images in the descending order from left to 
right by their estimated distance to the original (unmasked) image.


