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• OCR is an important computer vision task that reading 

text from images ,the text recognition results are 
vulnerable to slight perturbation in input images, 

• The confidence prediction, as a validity estimation for 
the text recognition result, has not been fully 

researched.

• We propose a coarse-to-fine method for lexicon-free 
OCR confidence prediction which can be embedded 

with any text sequence recognition networks.

Methods
A. Text Recognizer: the recognizer is an encoder-decoder 

structure network as shown in (a)

B. Coarse-to-fine Confidence Prediction: 
In the lexicon-free scenario, let x be the input image and

c = [c1,c2,...,cD] of length D be the predicted string. The
confidence score is C(c) = p(c|x)

• Coarse Scoring:
A Single-Input Multi-Output network (SIMO) is presented,

（a）The architecture of the baseline recognizer 

(b) The architecture of the SIMO for inference 

Results

the coarse confidence score is:

𝐶" 𝑐 =
𝐾
𝑁

• Refined Scoring: 
After acquiring K valid candidates, the conditional 
probabilities of Top-1 probable character can be 
calculated, the final refined score is evaluated as 
follows:

AUC OBTAINED BY DIFFERENT METHODS. 
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Precision-Recall curves of different configurations on three datasets 

In this paper, we study the lexicon-free OCR 
confidence prediction. We present a coarse-to-fine 
framework that consists of two stages.
Comprehensive experiments show the proposed 
framework is high competitive in both 
effectiveness and efficiency. Our framework can 
be applied in both Latin and non-Latin languages 
with different decoding approaches. 

Conclusion


