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Conclusion

Conventional SVM Sign-Constrained SVM

Problem Objective

Area of the green part = Misclassification rate

Flow Rate

Water Temp

Water coming from rain, 
runoffs from industries and 
households can contribute 
to the growth of 
Escherichia coli (E. Coli) 
in rivers.

Negatively correlated to 
E. coli growth

Knowing these information from domain knowledge can 
help us in designing features so that the selected features 
are possibly correlated to the classes.

For a small number of samples under a domain knowledge 
known in advance, how can we learn support vector 
machines (SVM) in which we can reduce the 
misclassification rate?

Positively correlated to 
E. coli growth

We developed a projected gradient 
algorithm on 𝑃𝑃(𝒘𝒘) by using the Pegasos
method (PG) which is already used in 
the conventional SVM.

Under Sign-Constrained SVM though, 
the optimal solution lies in a larger ball.
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Iterations

min 𝑃𝑃(𝒘𝒘) wrt 𝒘𝒘 ∈ ℝ𝑑𝑑
min 𝑃𝑃(𝒘𝒘) wrt 𝒘𝒘 ∈ ℝ𝑑𝑑

Proposed Frank-Wolfe Algorithm

Within

Let 𝜶𝜶(0) ∈ 0,1 𝑛𝑛;
for 𝑡𝑡 ≔ 1,2, … do

Direction Finding Step
𝒖𝒖𝑡𝑡 ≔ argmax𝒖𝒖∈ 0,1 𝑛𝑛 𝛻𝛻𝛻𝛻 𝜶𝜶 𝑡𝑡−1 ,𝒖𝒖 ;

𝒒𝒒𝑡𝑡 ≔ 𝒖𝒖𝑡𝑡 − 𝜶𝜶 𝑡𝑡−1 ;
Line Search Step
𝜂𝜂𝑡𝑡 ≔ argmax𝜂𝜂⊓ 0,1 𝐷𝐷 𝜶𝜶 𝑡𝑡−1 + 𝜂𝜂𝒒𝒒𝑡𝑡 ;

𝜶𝜶 𝑡𝑡 ≔ 𝜶𝜶 𝑡𝑡−1 + 𝜂𝜂𝑡𝑡𝒒𝒒𝑡𝑡;
end

Within

The method converges but there is no 
definite stopping criterion since 𝑃𝑃(𝒘𝒘⋆) is 
usually unknown even for a small 
enough 𝜖𝜖 satisfying

𝑃𝑃(𝒘𝒘(𝑡𝑡))− 𝑃𝑃(𝒘𝒘⋆) ≤ 𝜖𝜖.

In search for a stopping 
criterion, we investigated the 
dual problem 𝐷𝐷(𝜶𝜶) and use the 
Frank-Wolfe (FW) framework 
to solve it.

We found out that the update 
rule is in closed form and the 
time complexity is small, 
signifying the number of 
iterations is bounded.

Changes in the value of the objective 
function 𝑃𝑃(𝒘𝒘) and weights 𝒘𝒘 per 
iteration.
(Simulated with 𝑑𝑑 = 2; 𝒘𝒘1 ≥ 0, 𝒘𝒘2 ≥ 0. )

where

For datasets with small number of samples under a known 
domain knowledge, using sign-constrained SVM would be 
beneficial to ensure that upon testing the learned features, the 
misclassification rate would be minimized.

with index sets       and       of features known to be correlated 
to their respective class labels.  

Let 𝑛𝑛 be the number of samples and 𝑑𝑑 be the number of features 
of each sample 𝒙𝒙 ∈ ℝ𝑑𝑑 .
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Duality Gap

Since the duality gap, 𝑃𝑃(𝒘𝒘)− 𝐷𝐷(𝜶𝜶), can 
be monitored and with

𝜖𝜖 ≥ 𝑃𝑃(𝒘𝒘)− 𝐷𝐷(𝜶𝜶) ≥ 𝑃𝑃(𝒘𝒘(𝑡𝑡))− 𝑃𝑃(𝒘𝒘⋆)

then, this will serve as the stopping 
criterion for the proposed method.

Changes in the value of 𝑃𝑃(𝒘𝒘) and 𝐷𝐷(𝜶𝜶) per iteration.
(Simulated with 𝑑𝑑 = 2; 𝒘𝒘1 ≥ 0, 𝒘𝒘2 ≥ 0. )

≤

Table 1
ROC scores for amino acid sequence classification

𝜆𝜆 = 10−4/𝑛𝑛 𝜆𝜆 = 10−2/𝑛𝑛

The convergence of the proposed method was tested using 
the CORA and MNIST datasets. 

From the results, the proposed method worked as expected, 
converging to the minimum objective error. Note that the 
duality gaps converged to zero implying that it can be 
utilized as a stopping criterion.

Next, to demonstrate our proposed method’s prediction 
performance against the conventional SVM-pairwise on 
classification tasks, we use the 3,583 yeast proteins dataset 
with annotations under the Smith-Waterman score.

With the best ROC scores in bold-faced and the underlined 
scores do not have a significant statistical difference from 
the best score, the proposed method is a promising 
technique for SVM-pairwise framework.

𝜆𝜆 = 10−4/𝑛𝑛 𝜆𝜆 = 10−2/𝑛𝑛

CORA Dataset (𝑛𝑛 = 15396)

MNIST Dataset (𝑛𝑛 = 60000)

The proposed method is promising tool for SVM but more 
benchmarking is needed in other applications which are 
applicable to it.
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