
 

Egocentric videos exhibit an inherent uncertainty when dealing with predicting 
future actions. In fact, given the current state observation of an action there 
can be multiple, but still plausible, future scenarios that can occur. For this 
reason, the problem can be reformulated as a multi-label task with missing 
labels where, from a set of valid future realisations, only one is sampled. 

The contributions of our work are the following: 
- We generalise the label smoothing idea extrapolating semantic priors from 
the action labels to capture the multi-modal future component of the action 
anticipation  problem, 

- We show that label smoothing, in this context, can be seen as a knowledge 
distillation  process, 

- We show that with our simple method we can systematically improve results 
of state-of-the-art models on action anticipation.
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All previous models designed for action anticipation are trained with cross-
entropy using one-hot labels, leveraging only one of the possible future 
scenarios as ground truth. To overcome this issue, we smooth the target 
distribution enabling the chance of negative (yet still plausible) classes to be 
selected. 
We generalise the  label smoothing procedure using a custom prior 
distribution: 

This simple method can be seen also as a knowledge distillation procedure: 

 
Verb-Noun Label Smoothing: 

Temporal Label Smoothing: 

GloVe Label Smoothing:

Knowledge Distillation Via Label Smoothing

Which Priors for Label Smoothing?

Results

Dataset

In this work, we address the problem 
of anticipating egocentric human 
actions in an indoor scenario at several 
time steps. More specifically, we aim 
to anticipate an action by leveraging its 
previous video segments.  
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With this prior we reward  
all the actions that share either  
the same noun or the same verb  
with the ground truth.

Using such representation, we  
reward both the correct class  
and most frequent actions that  
precede the ground truth.

With this prior we reward  
not only the the correct class  
but also all other similar actions.
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Best Prior Distribution for Label Smoothing:

Qualitative Results: Top-10 predictions

Overall scheme of our method


