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⚫ Attention operation is inspired from Neural Machine Translation and Image Caption

⚫ Existing methods do not fully use this characteristic and may suffer from the problem of attention diffusion

⚫ The attention alignments in text recognition are concentrated and like a Gaussian distribution

⚫ We propose a novel Gaussian Constrained Refinement Module (GCRM) to refine the raw attention weights

⚫ We apply GCRM into SAR[1], and propose our Gaussian Constrained Attention Network (GCAN)

⚫ GCAN is based on SAR[1]

⚫ Backbone: 31-layer ResNet
⚫ Encoder: 2-layer LSTM

⚫ Compared with previous methods

Attention Diffusion is the problem that attention weights are not 
concentrated, which may bring noise features into the decoding

⚫ The GCRM predicts an additional Gaussian 
mask to refine the raw attention weights, and 
generates the corresponding refined glimpse

⚫ Pipeline of GCRM:

➢ Predicting Gaussian parameters with 
the hidden state ℎ𝑡 and raw glimpse 𝑔𝑡

➢ Constructing the Gaussian Mask with 
the predicted parameters 𝑝𝑡

➢ Applying Gaussian mask 𝑚𝑡 to the raw 
attention weights 𝛼𝑡 with multiplication

⚫ Ablation Study

➢ GCRM improves the performance with or without character-supervision 

➢ Estimation represents to estimate the Gaussian parameters without GCRM

➢ GCAN consumes less than 10ms
more compared with SAR

⚫ Performance about Different Text Length

GCAN is more robust with long text

➢ GCAN achieves best performance on 2 benchmarks
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⚫ Visualization SAR
GCAN

➢ First line of each image is the visualized attention weights of SAR

➢ Second line is the visualized attention weights of GCAN


