
5 Results & Illustration

1 Illustration of TextVQA and MCG 
Model

Overall Model Architecture and GNN Propagation Mechanism 

2 Visual and Textual Feature Extractor

Brief description of TextVQA problem, and an illustration of our
MCG model structure, which contains a GNN-based contextual
information propagation mechanism.
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Qualitative examples from our MCG model on TextVQA test set
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Textual Object: Rosetta and Faster-RCNN ROI pooling.
Non-textual Object: Faster-RCNN

Faulty examples from our MCG model on TextVQA
test set. We can infer that previous work LoRRA and 
our MCG model are weak in 2 aspects: 
1) do not have the ability in predicting answers that 

require more than 1 token. 
2) unable to split extracted OCR tokens according to 

the semantic clue given in question.
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