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Visual Question Answering (VQA)
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Image from Visual Genome Dataset [Krishna et al., 2016]

What color is the women's shirt?



Question Guided Attention

What color is the women's shirt?

VQA Model Red



Question Agnostic Attention

Original Image Segmentation Object Map



Question Agnostic Attention (QAA)
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Simplistic VQA models get a significant 
performance boost with QAA
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Summary

• Question agnostic attention can be used in complement with most 
VQA models.

• QAA helps simple VQA model achieve SOTA performance.

• Object Maps inferred using QAA can be helpful for other vision and 
language tasks.
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