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1. Introduction
In recent years, the traditional geometry-based 3D reconstruction has reached a relatively mature stage. Many scholars are not satisfied with just
obtaining the structural information of the scene, and then focus on the expression and understanding of 3D scenes. There is no doubt that an urban
model with richer information can be better applied to smart city, urban planing, virtual reality, autonomous driving and so on. To deal with this
problem, we propose a procedural approach for 3D semantic expression of urban scenes based on active learning. We first start with a small labeled
image set to fine-tune a semantic segmentation network and then project its probability map onto a 3D mesh model for fusion, finally outputs a 3D
semantic mesh model in which each facet has a semantic label and a heat model showing each facet’s confidence. Our key observation is that our algorithm
is iterative, in each iteration, we use the output semantic model as a supervision to select several valuable images for annotation to co-participate in the
fine-tuning for overall improvement. In this way, we reduce the workload of labeling but not the quality of 3D semantic model.

2. Overview

Fig.1 The pipeline consists of three main steps: fine-tuning the 2D semantic segmentation network
with an ever-enlarging annotated image set, back-projecting the pixel-wise predictions onto 3D mesh
model for semantic fusion based on geometric consistency, selecting a batch of images for annotation
and adding them into the training set for the next iteration.

2.1. 2D Semantic Segmentation
At the beginning, all images are unlabeled and
we randomly selected several images for man-
ual annotation to fine-tune a segmentation net-
work, here we used DeepLabv3+[1] pre-trained
on cityscapes[2]. And we modify the last layer of
the network to output the probability that each
pixel corresponds to each label.

2.2. 2D-3D Semantic Fusion
A. Back-projection
Given a set of calibrated cameras, the correspon-
dence between the pixels of the images and the
facets of the mesh model can be easily calcu-
lated by ray intersection. Subsequently, the sim-
plest weighted-average method will be utilized
to unify the per-pixel class scores.

B. Geometric Constraint
Besides, we introduced spatial smoothness con-
straints described in [3] to optimize the label as-
signment, which means the adjacent facets have
a higher probability of being assigned the same
label. Given two adjacent facets f1 and f2 with
the corresponding labels lf1 and lf2 , we define:
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where s is a scale factor, and Wf1 and Wf2 are
vectors combining the principal curvature kmin,
kmax and their principal direction wmin, wmax.

2.3. Batch Image Selection
The optimized 3D semantic mesh model incorporates both 2D semantic segmentation and 3D geom-
etry information, it could be used as a more reliable supervisor to measure the segmentation quality
and help us to determine the next batch of training data for high quality performance.
A. least-Scoring Subset/Uncertainty A straightforward strategy for finding the most valuable anno-
tation areas is to use uncertainty samplings, which is obtained by re-projecting the label and its
confidence of each facet onto different 2D images.
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B. largest Coverage Area/Divergence The selected areas are expected to carry as many useful char-
acteristics or features of the unannotated images as possible. We use the coverage area as another
measure, that is, the ratio of the intersection of the visible facet by the selected images subset, as:
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3. Experimental Results
The regions that were assigned to incorrect se-
mantic labels and accompanied by lower confi-
dences would be selected by our annotation sug-
gestion approach and revised in the next itera-
tion. Four iterations later, the semantic mesh
model reached a relatively stable level and the
heat model also became smoother.

4. Conclusion
We have presented a complete framework of semantic modeling from meshes of large urban scenes.
Inspired by active learning, we make our algorithm iterative and propose an annotation suggestion
algorithm for selecting the most effective data which would greatly improve the quality of semantic
segmentation and then the 3D semantic mesh model. It demands limited human labor but not
reduces the labeling quality of 3D models.
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