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Abstract:
Recurrent	neural	network	(RNN)	is	a	class	of	artificial	neural
networks	where	connections	between	nodes	form	a	directed	
graph along	a	temporal	sequence.	This	allows	it	to	exhibit	
temporal dynamic	behavior,	which	makes	it	applicable	to	tasks	
such	as handwriting	recognition	or	speech	recognition.	However,	
the RNN	relies	heavily	on	the	automatic	learning	ability	to	
update parameters	which	concentrate	on	the	data	flow	but	
seldom considers	the	feature	extraction	capability	of	the	gate	
mechanism. In	this	paper,	we	propose	a	novel	architecture	to	
build	the forget	gate	which	is	generated	by	multiple	bases.	
Instead	of using	the	traditional	single-layer	fully-connected	
network,	we use	a	Multiple	Attention	(MA)	based	network	to	
generate	the forget	gate	which	refines	the	optimization	space	of	
gate	function and	improve	the	granularity	of	the	recurrent	neural	
network to	approximate	the	map	in	the	ground	truth.	Credit	to	
the	MA structure	on	the	gate	mechanism.	Our	model	has	a	
better	feature extraction	capability	than	other	known	models.	
MA-LSTM	is an	alternative	module	which	can	directly	replace	the	
recurrent neural	network	and	has	achieved	good	performance	in	
manyareas that	people	are	concerned	about.

Model:
Figure	1	is	the	architecture	of	MA-LSTM.	Figure	2	is	the	
architecture	of	Forget	Gate	net.	We	propose	a	new	RNN	
structure:	MALSTM.	We	combine	the	attention	mechanism	
and	RNN.	To	reduce	calculation	time,	we	use	the	couple	
link	to	reduce	the	number	of	the	parameters	which	shows	
a	better	performance	compared	with	the	common	LSTM.	
In	order	to	generate	a	forget	gate,	we	use	a	fully	connected	
layer	and	conversion	function	to	generate	multiple	bases.	
Then	we	use	the	attention	mechanism	to	fuse	them	and	
generate	forget	gate,	 as	shown	in	Figure	1	and	Figure	2.
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Experiments:
The	focus	of	our	study	is	the	wide	applicability	and	better
predictions	of	MA-LSTM.	Our	aim	is	to	compare	the	model
with	the	standard	RNN	network,	but	not	to	achieve	state	of-
the-art	results.	Therefore,	our	experiments	are	designed	to
make	sure	that	the	comparison	is	fair	and	our	model	is	applied
in	different	scenarios	and	domains	which	can	provide	sufficient
support	for	our	multiple	bases	theory.	We	conduct	experiments
with	our	model	in	three	representative	areas:	Spatiotemporal
Data,	Computer	Vision	and	Natural	Language	Processing,
which	have	been	developing	in	data	science	for	a	long	time	and
is	still	growing	rapidly.	On	the	spatiotemporal	data,	we	experiment
with	our	model	on	Traffic	Prediction	.	At	the	same	time,
we	experiment	on	Handwritten	Recognition in	CV	and	Word-
Level	Language	Model in	NLP.

Conclusion:
An	novel	model	is	proposed	to	extract	the	diverse	
pattern	information	which	hid	deeply	in	the	data.
Compared	with	the	traditional	RNN,	our	experiments	on	
the	three	main	areas	with	sequence	data	processing	
show	a	better	performance	and	enhanced	the	feature	
extraction	ability	of	the	traditional	LSTM.


