Movement-induced Priors for Deep Stereo
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Figure 1. We present a framework for deep stereo inferences with movement-induced
priors. The GP inference (blue block) couples the latent-space encodings based on the
movement-induced prior that carries over information between stereo pairs. Our
proposed prior will not affect computation of cost volume and only incorporate with
latent codes of the encoder-decoder part.
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Probabilistic Gaussian process inference

Though the way of aggregation features can vary a lot, most method
use fully-convolutional encoder-decoder architectures to regularize cost
volumes.  We introduce a probabilistic prior to the latent space of
encoder-decoders, modify the outputs y; from the encoder by a Gaus-
sian process regression model:

2;(t) ~ GP(0, k(t, '),

, &
Vi = zi(t:) + €54, €40~ N(0,07),

where the covariance function k(-,-) encodes the movement-induced
prior. The encoder output y; can now be seen as a ‘corrupted’ version of
the true (unknown) latent encodings z;.

Movement-induced priors

When we only have observations of angular velocity w = (wx, wy, wz),
we consider the rotational distance metric:

Vs =TTy oxp(—lwnlx At)), ()

dgyro t ) t]

where Aty =t — tx_1. To leverage the distance in Markovian fashion,
we define the cumulative pose-to-pose distance and the kernel:

Si = ngyro(tj—lztj) (3)
Jj=1

"‘iger(ti»tj) = 72 < \f\sl - SJl) exp( - M) (4)

Experiments

We introduce movement-induced priors for deep stereo vision by fram-
ing the problem as a Gaussian process inference task. Central princi-
ples are:

Solving disparity estimation for image-pair sequences

Fuse information between the latent representations

The latent representations of pairs with similar scenes should be
more correlated

Hierarchy of GP kernels

To inject the prior, we consider three different covariance functions de-
pending on the availability of movement information:

(@) a full pose kernel when full rotations and translations are known

(b) a gyroscope kernel when angular rates of the relative orientation
changes are known

(c) a time-decay kernel when movement is unknown

(a) Dy (b) Dgyro

(C) Dpose

Figure 2. Examples of the different distance matrices. Our Markovian gyroscope
distance captures much of the same as the full pose distance, but without access to
the pose information.
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We incorporate the proposed movement-induced prior and the GP infer-
ence with the two representative models, DispNetC and PSMNet.

Model Training set GP used during KITTI
ScencFlow  KITTI-2015  KITTI Depth | Training  Testing | Di-all _ Avgall | SSIM PSNR
DispNelC 7 T58510 23586 | 08446  32.2300
DispNetC-gp v v 145620 19730 | 08453 322356
PSMNet v 600773 67620 | 08002  31.5341
PSMNet-gp v v 609546 62786 | 07966  31.4693
DispNetC-ft % 7 38739 09600 | 0.8592 323660
DispNetC-ft-gp v v v 31305 08584 | 08596 323726
PSMNet-ft v v 13878 L1722 | 08536 322463
PSMNet-ft-gp v v v 13665 11698 | 08537 322468
DispNetC-Tt-seq 4 7 T4134 06949 | 08716 326382
DispNetC-ft-seq-gp v v v v 10939 06155 | 08797  32.8376
PSMNet-ft-seq v v 05391 05800 | 08827  33.0252
PSMNet-fi-seq-gp v v v v 05350 05883 | 08829  33.0280

Both the DispNetC and PSMNet pre-trained from synthetic data show
artifacts, and our prior helps to alleviate them.
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