nlll
ICPR

Subspace Clustering via Joint Unsupervised Feature Selection

Wenhua Dong?, Xiao-Jun Wu*?2, Hui Li, Zheng-Hua Feng, Josef Kittler
lwenhua_dong_jnu@jiangnan.edu.cn, 2wu_xiaojun@jiangnan.edu.cn

Contribution:

We propose a novel subspace clustering method which inte-
grates the unsupervised feature selection into subspace clus-
tering. Different from most existing clustering methods, we
uses the reconstructed feature matrix as the dictionary
rather than the original data matrix, which strengthens the
ability of our method. Related optimization problem is
effectively solved using the half-quadratic and augmented
Lagrange multiplier method. Experimental results on real
\@asets demonstrate the effectiveness of our method.

Given a collection X = E™*™ of n data samples drawn
from a union of muliiple subspaces. The left and right rep-
resentation matrices wrt. X denote by L & BE™% and
R E"" called the feature and sample representation ma-
trices, respectively. In order to remove the redundant features
lying in the data, previous work in [1] design a feature
selection matrix. Different from the existing approach, we
focus on alleviating the influence of imelevant features on
clustering performance using the reconstructed feature matrix.
The specific idea is to learn a more discriminative feature
matrix LX as the dictionary, while at the same time leaming
a sample representation matrix R wort. LX for subspace
clustering. We consider the following minimization problem:
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where v = () is the trade-off parameter, £ € E™*™ is the
representation residual, and (E) = EMH kalei)) is
the Correntropy induced regularization term with the kernel

function £ (-). In this paper, we choose the Gaussian function
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#* /2% due 1o its simplicity and wide

application, where o is the kermnel size. We note that the
problem in {1} is reduced to UFS when R is set to I. On
the other hand, if we set L = I, (1)is the variant of LSR.
We call the optimization problem in {1) Subspace Clustering

via Joint Unsupervised Feature Selection (SC-UFS).

1) We demonstrate the effectiveness of the proposed
method on four real datasets: Yale B, AR, COIL-20
and USPS. Tables I and Il presents the experimental
results. We can see that the clustering performance of
SC-UFS consistently outperforms the compared algori-
thms. This demonstrates the importance of reconstruct-
ing the feature matrix using representative features.

TABLE I
CLUSTERING QUALITY (%) ON THE YALE B DATASET
- - SSC- fo- LR- FSC- SC 5C-
Method LSR  SSC Gup gsc WRR O go NN UFS  UFS(L)

2 subjects CE 5492 186 521 792 203 341 [LET] 109 70

© subjects Median | 625 000 078 078 078 136 078 000 0.00

+ cubiects CE | 931 328 538 1097 350 580 1200 147 108

- subjects Median 938 ns2 208 4.17 208 469 1 52 052

— CE | 1792 431 740 1381 3591 1319 194 185 12§

TSRS Median | 1844 266 344 A9 500 1375 125 141 0.4

8 subjects CE 2000 585 0982 1453 1105 2969 2.56 208 1.36

SURIES | Median | 2949 449 586 859 742 3LI3 1006 195 176 LO7

10 subiec CE | 3260 1094 1125 1474 1693 3188 2292 209 234 151

SUBIECS | hedian | 3562 563 1391 1000 1891 3187 2359 250 156 1.09

TABLE 11
CLUSTERING QUALITY (%) ON THE AR, COIL aND USPS DATASETS
e o 88C- fo- LR La-  FSC- &G SC-
Method LSR - SSC oyp gge  LRR o L[:R NN UFS  UFSIL)
AR CE 3053 305 406 51T 4e00 4T4e 4350 146 1oy Y
CONL-20 CE ATO9 1215 49E0 14720 40d 3944 40760 2465 15.83 .72
USPS CE 2692 27,70 18.50 2560 2550 2330 2470 2570 19,40 1070
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2) This experiment is to test the sensitivity of
the parameters on the Yale B dataset. We
can observe that SC-UFS is pretty stable
when 4 or y are chosen in an appropriate
range.
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Fig. 1. Clustering error (%) versus different parameters  and A-v on the
Yale B dataset: SC-UFS (left) and SC-UFS(L) (right).

3) The goal of this experiment is to demonstrate
the convergence of SC-UFS on the Yale B
dataset. We can see that the objective fun-
ction of SC-UFS is decreased step by step
and converged rapidly within 20 iterations.
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Fig. 2. Objective function values versus the number of iterations on the Yale
B dataset: SC-UFS (left) and SC-UFS(L) (right).
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