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Contribution: 
We propose a novel subspace clustering method which inte- 

grates the unsupervised feature selection into subspace clus- 

tering. Different from most existing clustering methods, we 

uses the reconstructed feature matrix as the dictionary 

rather than the original data matrix, which strengthens the 

ability of our method. Related optimization problem is 

effectively solved using the half-quadratic and augmented 

Lagrange multiplier method. Experimental results on real 

datasets demonstrate the effectiveness of  our method. 

Model: 

[1]   

Results: 

1) We demonstrate the effectiveness of the proposed 

method on four real datasets: Yale B,  AR, COIL-20 

and USPS. Tables I and II presents the experimental 

results. We can see that the clustering performance of 

SC-UFS consistently outperforms the compared algori- 

thms. This demonstrates the importance of reconstruct- 

        ing the feature matrix using representative features. 

2) This experiment is to test the sensitivity of 

     the parameters on the Yale B dataset. We 

     can observe that SC-UFS is pretty stable 

     when         are chosen in an appropriate 

     range.  
 or  

3) The goal of this experiment is to demonstrate 

     the convergence of SC-UFS on the Yale B 

     dataset. We can see that the objective fun- 

     ction of SC-UFS is decreased step by step 

     and converged rapidly within 20 iterations.  
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