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Ab StraCt 2) Qualitative Results

* \We demonstrate the generalization ability qualitatively on the images from MPII and LSP.

Action recognition and 3D human pose estimation are fundamental problems in computer _
vision and closely related areas. In this work, we propose a multi-task neural network for » The proposed 3D label generator outperforms the method of Martinez et al. [

action recognition and 3D human pose estimation. Results of previous methods are usually » The proposed geometric search scheme can refine the coarse 3D human pose.

error-prone especially when tested against the images taken in-the-wild, leading error results in
action recognition. To solve this problem, we propose a principled approach to generate high
quality 3D pose ground truth given any in-the-wild image with a person inside. We achieve this

by first devising a novel stereo inspired neural network to directly map any 2D pose to high - % |

quality 3D counterpart. Based on the high-quality 3D labels, we carefully design the multi-task )1: Il V fﬁ f -
framework for action recognition and 3D human pose estimation. The proposed architecture | | | | ) 'jﬁ }1
can utilize shallow, deep features of images, and in-the-wild 3D human key-points to guide a 1 — B Fi :
more precise result. High quality 3D key-points can fully reflect morphological features of ' 4 Y T r g
motions, thus boost the performance on action recognition. Experimental results demonstrate \ N L) ) ]

(b) (c) (d) (a) (b) (c) (d)

that 3D pose estimation leads to significantly higher performance on action recognition than
separated learning. We also evaluate the generalization ability of our method both
quantitatively and qualitatively. The proposed architecture performs favorably against the
baseline 3D pose estimation methods. In addition, the reported results on Penn Action and
NTU datasets demonstrate the effectiveness of our method on the action recognition task.

Fig. 3. Qualitative evaluations on in-the-wild images. (a) Original in-the-wild images, (b) Results
of Martinez et al. [4, (c) Our results w/o geometric search scheme, (d) Our results w/ geometric
search scheme.

MEthOd » Evaluations of 3D Action Recognition Framework

> 3D Label Generator 1) 3D action recognition

» The 3D label generator consists of three parts: « \We validate it on the Penn and NTU datasets, both of which have valid human 2D/3D key point

1. Stereoscopic view synthesis subnetwork synthesizes 2D poses from the right viewpoint. coordinates.

2. 3D pose reconstruction subnet-work regresses locations of 3D key-points based on the left » The experimental results on the simple Penn dataset are shown in Table Il. , we have a 0.7%
and right view 2D pose. accuracy improvement.

3. The geometric search scheme aims to further refine the coarse 3D human pose. » The experimental results of the more difficult NTU dataset are shown in Table I1I. Compared to

Right

Lef the best method proposed by Luvizon et al.[1], our method has improved by more than 2% on
Data: Q, = (X, Y. 2,), Pye = (Uge, Vge), the NTU dataset.
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Fig.1: Architecture of the 3D label generator. V stands for participation in network training.

» 3D Action Recognition TABLE III. COMPARISON RESULTS (TOP1 ACCURACY) ONNTU

« The 3D Action Recognition consists of two parts: DATASET FOR ACTION RECOGNITION.
1. The 3D label generator is used to generate high quality 3D labels for in-the-wild images or Method() wcg  Optieal | Eotmared -
. - Flow Pozes -
video sequences; Liuetal [31] v : v 74.5%
2. The 3D key-points based action recognition neural network consists of Inception V4, 3D Shahroudy et al. [32] v v 74.9%
- . [1] Baradel et al. [33] v - Vv 34.8%
hourglass network, and aggregation structure taken from Luvizon &, Luvizon et al. [22] J ] v 85.5%
] Curs + - v 57.6%0
tnput2D Labels (4 Label Generator Qutput 3D Jotats W stands for participation m network training.
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| ¥ ; e Our multi-task deep learning algorithm can estimate more reasonable results, which in term
! L L : proves the quality of our proposed dataset, and the effectiveness of our architecture. In
: | : addition, our model can handle challenging samples such as leaning over. Experimental results
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o Fig. 4. Qualitative evaluations on in-the-wild images. (a) Original in-the-wild images, (b) Results
EXP erlments of Luvizon et al. 111, (¢) Our results.
» Evaluations of 3D Label Generator X
1) Quantitative Results COHCI“SIOH

« Table | denotes the comparisons with Martinez et al. (2l on the Human3.6M. All the methods « In this paper, we devise a multi-task neural network for 3D pose estimation and action
are trained with 2D key-point ground truth. The experimental results show that 3D label classification.
generator boosts the performance.

» For protocol#1, the generator trained with 2D/3D ground truth from Human3.6M has 17%
(37.6mm vs. 45.5mm) improvements.

« To improve the generalization ability, we also train the network with synthetic 2D/3D pairs
generated by the unity toolbox. There is 10% improvement compared with the method of

» To solve the generalization problem of traditional 3D pose estimation methods, we propose a
stereo inspired 3D Label Generator. Based on the stereo inspired structure, the proposed
network with a carefully designed geometric search scheme significantly outperforms other
methods quantitatively and qualitatively.

Martinez et al.[2] » Furthermore, we also devise a 3D joint based deep neural network for action classification.
TABLE 1. QUANTITATIVE EVALUATIONS ON THE HUMAN3 6M [1] UNDER PROTOCOL#1 Compared with previous method using merely 2D joints, our method outperforms them on
Protocol#1(4) Diw  Duw  Eump | Gem | Pm Db B fwd | Smm | O0F Smae | W WO Wk VAKT v action classification. In addition, our network also utilizes shallow and deep features for
Mt etal OI@Dw G | 31 388 M5 315 393 487 404 317 49 182 3% 2 s 303 38 33 action classification. Experimental results demonstrate that our method can achieve better
Ours (GT) w'o GE EWR. 413 304 40.0 442 3.7 308 402 509 554 431 4249 451 331 3B 420 . . .
Ouws GT)w GS 2.1 302 334 364 389 459 384 317 425 481 378 39 387 06 36 376 performance on two public datasets, and the 3D pose estimation task can boost performance
Ours (GT) w/ G5 + unity 3685 427 382 396 453 308 40.2 148 450 503 194 399 42,5 322 338 408 . .. .
GT indicates that the network was trained on ground truth 2D pose. on aCtlon CIaSS|f|Cat|On

(33 denctes the geometric search scheme.
Unity denotes the model trained with the additionzl 2D/3D key-points generated by the wty toclbox
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