
A Multi-Task Neural Network for Action Recognition with 3D Key-Points 

Abstract
Action recognition and 3D human pose estimation are fundamental problems in computer
vision and closely related areas. In this work, we propose a multi-task neural network for
action recognition and 3D human pose estimation. Results of previous methods are usually
error-prone especially when tested against the images taken in-the-wild, leading error results in
action recognition. To solve this problem, we propose a principled approach to generate high
quality 3D pose ground truth given any in-the-wild image with a person inside. We achieve this
by first devising a novel stereo inspired neural network to directly map any 2D pose to high
quality 3D counterpart. Based on the high-quality 3D labels, we carefully design the multi-task
framework for action recognition and 3D human pose estimation. The proposed architecture
can utilize shallow, deep features of images, and in-the-wild 3D human key-points to guide a
more precise result. High quality 3D key-points can fully reflect morphological features of
motions, thus boost the performance on action recognition. Experimental results demonstrate
that 3D pose estimation leads to significantly higher performance on action recognition than
separated learning. We also evaluate the generalization ability of our method both
quantitatively and qualitatively. The proposed architecture performs favorably against the
baseline 3D pose estimation methods. In addition, the reported results on Penn Action and
NTU datasets demonstrate the effectiveness of our method on the action recognition task.
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Method
 3D Label Generator
• The 3D label generator consists of three parts:
1. Stereoscopic view synthesis subnetwork synthesizes 2D poses from the right viewpoint.
2. 3D pose reconstruction subnet-work regresses locations of 3D key-points based on the left

and right view 2D pose.
3. The geometric search scheme aims to further refine the coarse 3D human pose.

Fig.1: Architecture of the 3D label generator.

 3D Action Recognition
• The 3D Action Recognition consists of two parts:
1. The 3D label generator is used to generate high quality 3D labels for in-the-wild images or

video sequences;
2. The 3D key-points based action recognition neural network consists of Inception V4, 3D

hourglass network, and aggregation structure taken from Luvizon [1].

Fig.2: Architecture of the whole pipeline.
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Experiments
 Evaluations of 3D Label Generator

1) Quantitative Results

• Table I denotes the comparisons with Martinez et al. [2] on the Human3.6M. All the methods
are trained with 2D key-point ground truth. The experimental results show that 3D label
generator boosts the performance.

• For protocol#1, the generator trained with 2D/3D ground truth from Human3.6M has 17%
(37.6mm vs. 45.5mm) improvements.

• To improve the generalization ability, we also train the network with synthetic 2D/3D pairs
generated by the unity toolbox. There is 10% improvement compared with the method of
Martinez et al.[2]

2) Qualitative Results

• We demonstrate the generalization ability qualitatively on the images from MPII and LSP.
• The proposed 3D label generator outperforms the method of Martinez et al. [2]

• The proposed geometric search scheme can refine the coarse 3D human pose.

Fig. 3. Qualitative evaluations on in-the-wild images. (a) Original in-the-wild images, (b) Results
of Martinez et al. [2], (c) Our results w/o geometric search scheme, (d) Our results w/ geometric
search scheme.

Fig. 4. Qualitative evaluations on in-the-wild images. (a) Original in-the-wild images, (b) Results 
of Luvizon et al. [1], (c) Our results.

 Evaluations of 3D Action Recognition Framework

1) 3D action recognition

• We validate it on the Penn and NTU datasets, both of which have valid human 2D/3D key point
coordinates.

• The experimental results on the simple Penn dataset are shown in Table II. , we have a 0.7%
accuracy improvement.

• The experimental results of the more difficult NTU dataset are shown in Table III. Compared to
the best method proposed by Luvizon et al.[1], our method has improved by more than 2% on
the NTU dataset.

2) Visualization Results

• Our multi-task deep learning algorithm can estimate more reasonable results, which in term
proves the quality of our proposed dataset, and the effectiveness of our architecture. In
addition, our model can handle challenging samples such as leaning over. Experimental results
demonstrate that our model has more powerful generalization ability.

Conclusion
• In this paper, we devise a multi-task neural network for 3D pose estimation and action

classification.

• To solve the generalization problem of traditional 3D pose estimation methods, we propose a
stereo inspired 3D Label Generator. Based on the stereo inspired structure, the proposed
network with a carefully designed geometric search scheme significantly outperforms other
methods quantitatively and qualitatively.

• Furthermore, we also devise a 3D joint based deep neural network for action classification.
Compared with previous method using merely 2D joints, our method outperforms them on
action classification. In addition, our network also utilizes shallow and deep features for
action classification. Experimental results demonstrate that our method can achieve better
performance on two public datasets, and the 3D pose estimation task can boost performance
on action classification.
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