Experimental result:

almeeoblectives A modified Single-Shot multibox Detector for beyond Real-Time Object Detection

Qobject ion remains a fund | problem in vision IcPR . Ly . Ly Ly " " . ot QFull model:

QObjective: localize (provide a bounding box) and identify (provide alabel) for e — Georgios Orfanidis', Konstantinos loannidis', Stefanos Vrochidis', Anastasios Tefas* and loannis Kompatsiaris »A balanced dataset was used.

objects of interest inside and image. il aly 10| 15 Jawary 2071 irfarmation Techmoicgies eute'Information Technologies Institute, Centre for Research and Technology, Hellas > Additional shallower layer improved the performance significantly.

*Department of Informatics, Aristotle University of Thessaloniki »Shallower SSDx5 was used.

»Weighted version of shallower SSDx5 demonstrated best performance
with mAP 86.1%.
OMedium model:
»Balancing the dataset improved to a point (best choice additional 1.5x
of the original samples).
»Additional shallower layer improved performance significantly
rforming classes (50%+).
. »Weighted version of shallower SSDx5 demonstrated best performance
at 84.1% mAP.
QOLighter model:
»Using a balanced dataset.
»Weighted version of shallower SSDx5 demonstrated best performance
at 81.1% mAP.

Q ion: Ce Neural (CNN) lead to huge improvements
»>Typical State-of-the-Art models are computationally expensive
> Restricted integration on systems with limited resources.
> Lighter versions have emerged: Tiny-YOLO, SqueezeDet, MobileNet-SSD
Qcurrent work is based on standard Single Shot Detector (SSD) architecture
> Relies on simple conv3x3 filters

Proposed method - Adjusted loss classification weights Experimental results - Balancing the dataset

QExperiments were conducted in Pascal Voc and KITTI datasets
QOBoth datasets are imbalanced.

0 Repeat images containing objects fro
Quseful for KITTI not for Pascal in

QCompensate for unbalanced datasets
0 Modified version of SSD classification loss function

> different weight coefficients for different classes
QKITTI dataset:
Related work 21055 = Wied*10SSpectWey *10SScyctWiea 1085 o

P Wped = 2.2, Wy = 2.0, Weyr = 1.0

QObject detection is divided into two major categories based on the potential use 0 Pascal Voc dataset:
of a Region Proposal Network (RPN): >loss = w055 +...+W50*10555

>the single phase detectors and >wi=

DOBalancing dataset did not work for Pascal Voc only for KITTI
> The repetition of images also incorporate objects of the majority class
»>Pascal Voc is a more complex dataset with 20 classes compared to

*SSD, YOLO, YOLOV2, Retinanet etc Qimproves performance for classes of lower overall

B e e e performance ) .KITn, which involves only 3 classes. Model Tt e (el

Fast R-CNN, Faster R-CNN and R-FCN \:ll\r;hgr:: |r:prtfwret;herp:‘rf(i:manfe of some classes but decrease the e i Tartial Tast mAP
QAnother categorization regarding the object detection models' purpose: performance for the remaining classes. Full SSDx5 b[1.5,1.5] 515 conv3_3 | convi_2 85.4%
> state-of-the-art performances with no resource restrictions Carts) w. Full SSDx5 b[1.5,1.5] 55 | convd 3 | convi_2 86.1%
- : e SSD lite 48x7 T | conv3_3 [ conv9_2 75.0%
e T Gy Gy IWaRALY F2EEeS QissD deployed 6 decision layers SSD fite 48x7 BLIT | 7/7 | comd3 | comd2 | 8L1%
>They are used to extract discriminant features. SSD lite 48x7 b[1.5,1.5 77| conv3 3 | conyd 2 81.6%
»>Each one with different feature map size. SSD lite 48x7 b[1.5.1.5 T/6 conv3_3 conv8_2 81.6%
»They do not appear in KITTI SSD lite 48x7 b[2,2] T | conv3_3 | conv9_2 80.8%
QOriginal SSD modifies VGG network. > Are non frequent in Pascal SSD lite 48x5 b[1.5,1.5] 5/5 conv3_3 | convi_2 82.0%
0O VGG s a robust network but: QFormation of SSDx7 QFull model: ) ) w. SSD lite 48x5 b[1.5.1.5] | 5/5 | conv3_3 | convi 2 84.0%
:gsesl'h\ffednumyer of paramet:r's,tngnethls'.-lest's ;; att:ditior:fal shallow'er'::_«l:_ilsion layer ::fzf:;:zzﬂg an additional shallower layer did not increase the SSD Tite 32x7 B[1.5,1.5] = SonAT | coni 2 57 4%

as limited use in resource-restricted applications. etter performance in 3 -

QSSD suffers in identifying small objects. > Decreased performance In Pascal Voc > Weighted version of SSDx6, SSDx5 and SSDx®6 all tie at 77.6% wsi?;:rgz;ishglfg 15]5] ;g zg:xg'; zg::;'g ;?iz

> The shallowest layer which is being used is conva4_3 of VGG QFormation of shallower SSDx6 > Performance of 3 worst classes did improve on Weighted version. - =t = = 2

QOMedium model:
»Removing shallower layer did not improve the overall performance

>typical input size 300x300 — corresponds to a 38x38 feature map
»>too small to identify objects

Q1 additional shallower decision layer used.

QPerformance of various light-weight models in KITTI
Q1 deeper layer being removed

QAssDincludes 10 blocks of CNNs in order to extract features. QFormation of shallower SSDx5 (almost 5% compared to baseline). Model name Num Decision Layers mAP
> first 6 blocks belong to the VGG >1 additional shallower decision layer > Inclusion of La?t layer did not affect the results. W, SSD Tite 48x5 b[1.5, 1.5] 35 4.0%
>each next block has double the filters of the previous one >2 deeperlayers were removed >Weighted version of SSDx4 model demonstrated best performance at w. SSD Tite 32x5 b[15, 1.5] 5 1%
»The initial number of filters is 64 for the 1st block. »Only well performing in KITTI 71.0% mAP. = 5 B =t T 80.4%

QOWe added an extra shallower decision layer at conv3_3 QFormation of SSDx5 QLighter model: A== e+ -
»with 75x75 feature map > 1 deeperlayer was removed >Removing shallower layer (4% comp to Tiny-DSOD 6 77.0%
»number of default boxes number 8732 — 31232 > Only well performing in Pascal Voc baseline).
> Are shallower features discrimant enough? QFormation of SSDx4 > Last layer do not affect results.

QODecreased both the initial number of filters as well as exponent for increase for >1deeperlayer was removed A SR e ) lama s e e e ail
the next blocks. > 1 shallower layer was also removed 64.1% mAP P P P
QFormulafor filter blocks: > Only performing well in Pascal Voc Maodel Decision Layers (train/eval) mAP a o . R ——
>k, = bon name um Tnitial Tast iciency comparlson'm of ('er l'g yvelg models: :
> Initial numbers of filters, parameter b, 48 and 32 were examined Full SSDx6 6/6 | convd_3 | com9_2 77.6% Reported times are indicative due to hardware differences
> parameter a was fixed to 1.7 (from 2 to the original VGG) Full SSDx6 vs5 6/5 fc7 conv9_2 T1.2% Viodel nam ion T batch i i PO
; i } Full SSDx6 vs5 | 6/5 | convd3 | comB 2 | 77.6% FolleSS[; g o 30(; “l size E TR0 T 5CE
QNumber of filters used in the various adaptations Full SSDx7 77 conv3_3 com9_2 T7.5% ul : X X. 1
block Formula for # Tters gEEE=E===s w. Full SSDx6 6 | comvd 3 | conv® 2 T1.6% SSD lite 48x4 300x300 1 59 | GTX 1070 Ti 8GB
Tl SSD | SSD_Tite_48 | SSD_lite_32 S50 farmily hf—Cconv3_3) \ R - = = 5D Tite 324 | 300x300 1 90| GTX 1070 Ti 8GB
name 642 18 (VGG backend) || } SSD lite 48x6 6/6 conv4_3 | convd_2 61.7% FElEe 304304 1 il TX2 (32FP)*
1 N\ SSD lite 48x6 vsS | 6/5 fc7 convd_2 00.6% -
| = Tiny-DSOD 300x300 1 105 TitanX
convl_x 04 43 VGG Blocks 1] ! SSD lite 48x6 vs5 | 6/5 | comd4_3 | comB_2 | 61.6% : -
convZx | 128 81 | N [oem) SSD fic 48x4 | 44 | fo7 | com®.2 | 70.6% RSP ][ SO I B I
VGG layers | CONV3_X 256 138 1 SSDx5 w. SSD lite 48x4 4/4 fe7 convd_2 T1.0% Full SSDx35 620x300 1 29 | GTX 1070 Ti 8GB
conva_x 512 235 157 U I KTl SSD Tite 32x6 &6 | conva_3 | comd_2 55.0% SSD lite 48x5 620x300 1 51 | GTX 1070 Ti 83GB
conv5_x 512 235 157 | I SSD Tite 32x6 vs5 | 6/5 | comd_3 | conv8_2 55.0% SSD lite 32x5 620x300 1 61 | GTX 1070 Ti 8GB
fcx 1024 400 267 _:_ 1 : SSD lite 32x6 vs5 | 615 fc7 convd_2 59.9% SqueezeDet+ 1242x375 1 32.1 TibanX
p— ONV6_X | 256/512 138/235 927157 | :: — r SSD lite 32x4 44 fc7 convg_2 2;1?; . Tlnif*gSOD 1200}‘309 1 64.9 TitanX
! w. SSD lite 32x4 4/4 fc7 conv8_2 1% excluding post processing time
e conv7_x 128/256 81/138 54/92 1 Pascal
conve_x 1287256 317138 4192 U Ii / Qvarious light-weight models' performance on Pascal Voc 2007 test set:
conv9_x 128256 817138 54192 - ! I
= o) Miodel e | Narm Decivion Liyers |_mAP s oncsn |
gl [ = Tiny-DSOD 6 T2.1% Qliehtaweieh o . ’
S— . = Light-weight versions of the SSD architecture were examined.
|
\ ) w. SSD lite 48x4 4 71.0% QOTwo widely used datasets were utilized: Pascal Voc & KITTI.
~ J— Pelee 4 70.9% QSSD remains competitive even when many of the original filters were removed.
i MobileNet-SSD 4 L1 QODbecision layer ion affected signifit the per especially on lighter
REBORDER This work was supported by ROBORDER and : Notlused in SSDx5 for KITTI ‘gbsll; ]'e[ 533 T a gi 1% versions. s
i ARESIBO projects funded Qconvd 3 : Not used in Lk ite 32x - QEffectiveness drop counter-measures proved useful:
o by the European Commission under grant agreements SSDx4 for Pascal Voc Qclass weights manipulation played an importantrole.
@ ARESIBD No 740593 and No 833805 respectively.

QA balanced dataset also improved performance (only in KITTI).



